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Yearly, thousands of people die of leukemia throughout the world due to the nature of 

Leukemia cells that become out of control and they spread randomly and the most 

effective way to reduce deaths from this disease is the early discovering, and this 

requires an accurate diagnosis. DNA microarrays help to discover the diseases, provide 

accurate medical diagnosis, and help to find the right treatment and cure for many 

diseases. This work presents a comprehensive comparative analysis of seventeen 

different classification algorithms with their performance evaluation by using five 

performance criteria for DNA microarray dataset applied on different machines. This 

study focused on finding the optimum algorithm for classification of data that can 

predict the occurrence of leukemia disease infection in earlier stage. The results 

indicated that the best algorithm based on the leukemia dataset is random tree 

classifier with an accuracy of 100% and the total time taken to build the model is at 

0.01-0.03 seconds. 
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1. Introduction 

 

One of the most important applications for predicting the disease infection is data mining. Data 

mining techniques have become a popular research tool for medical researchers to identify and 

exploit patterns and relationships among large number of variables, and made them able to predict 

disease infection using the historical datasets. Microarray technology offers the capacity to gauge 

expression levels of thou-sands of genes at the same time. These genes provide very valuable 

information which can be used to study any disease in depth. Study of genes from a cancer patient 

helps us diagnose cancer and differentiate between types of cancer. It also helps in separating the 

healthy people from the patients. Genes contains infinite patterns that cannot be recorded manually 
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using a microscope. DNA microarrays are used to study the information obtained. Some of the 

application areas of DNA microarrays are obtaining the genes values from yeast in various ecological 

conditions and studying the gene expression values in cancer patients for different cancer types. DNA 

microarrays have huge potential scientifically as they can be useful in the study of genes interactions 

and genes regulations [1]. The feature extraction and classification are carried out with combination 

of the high accuracy of ensemble based algorithms, and comprehensibility of a single decision tree. 

These allow deriving exact rules by describing gene expression differences among significantly 

expressed genes in leukemia. It is evident from our results that it is possible to achieve better 

accuracy in classifying leukemia without sacrificing the level of comprehensibility. There are two 

common methods for in depth microarray data analysis such as clustering and classification [2]. 

Clustering is one of the unsupervised approaches to classify data into groups of genes or samples 

with similar patterns that are characteristic to the group [3]. Classification is supervised learning and 

also known as class prediction or discriminate analysis. Generally, classification is a process of 

learning-from-examples. Given a set of pre-classified examples, the classifier learns to assign an 

unseen test case to one of the classes. 

Leukemia disease is a type of cancer caused by abnormal increase of the white blood cells. There 

are two main types of leukemia: acute leukemia and chronic leukemia. Acute leukemia can be either 

lymphocytic (ALL) or myeloid (AML), depending on which cells are under threat. Chronic leukemia 

can be either lymphocytic (CLL) or myeloid (CML) are categorized as leukemia diseases [4]. In general, 

leukemia is grouped by how fast it gets worse and what kind of white blood cells it affects [5]. The 

rest of this paper is organized as the follows. In Section 2, we discuss related works in this domain. In 

Section 3, we explore the methodologies used in this work. In Section 4, we present experimental 

results and analysis. In Section 5, we conclude the paper. 

 

2. Literature Review 

 

There are several gene selection methods for cancer classification using microarray datasets. 

However, most of them did not concentrate on identifying minimum number of informative genes 

with high classification accuracy [6]. Priyanga and Prakasam [7] developed a system called data 

mining based cancer prediction system. The main aim of this model was to provide the earlier 

warning to the users, and it was also cost and time benefit to the user. It predicts three specific cancer 

risks. Specifically, cancer prediction system estimates the risk of the breast, skin, and lung cancers by 

examining a number of user-provided genetic and non-genetic factors. DursunDelen et al. [8] used 

two popular data mining algorithms (artificial neural networks and decision trees) to develop the 

prediction models for breast cancer survivability using a large dataset (more than 200,000 cases). The 

results indicated that the decision tree (C5) is the best predictor with 93.6% accuracy on the holdout 

sample, artificial neural networks came out to be the second with 91.2% accuracy and the logistic 

regression models came out to be the worst of the three with 89.2% accuracy. Thangaraju [9] built a 

model based as a test case on the University of California Irvine (UCI) repository dataset. The 

experiment had been performed with several data mining classification techniques and it was found 

that the Naive Bayes algorithm gives a better performance over the supplied data set with the 

accuracy of 83.4%. Jaya Suji and Rajagopalan [10] proposed work of  research, the oral datasets were 

get form the various diagnostic centers which contained both cancer and non-cancer patients 

information and collected data had applied many classification algorithms on National Minimum Data 

Set (NMDS) dataset and the performance of those algorithms had been analyzed. A classification rate 

of 100% was obtained for C4.5 algorithm and classification rate of 98.7% was obtained for Random 

tree Algorithm and classification rate of 99.5% was obtained for Multilayer Perception Neural 
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Network (MPNN). In other study, Chandrasekar et al. [11] presented effective classification 

Techniques. The aim of the research is developing accurate prediction models for breast cancer using 

data mining techniques. After investigation of different classification Algorithm we have chosen 6 

classifiers based on our simulation performance and we have used tree random classifier achieved 

overall classification accuracy 98%. Pushpalatha and Gupta [12] presented an ensemble model which 

was constructed to improve classification accuracy by combining the prediction of multiple classifiers. 

The performance measured gain, accuracy, specificity and sensitivity. From the experimental results 

concluded the ensemble model (random forest model) with feature selection achieved highest 

accuracy of 93.84% on test data. 

 

3. Research Methodology 

 

This research uses data mining technique for analysis and evaluation of classification algorithms 

about leukemia disease dataset through open source WEKA data mining techniques that generate 

predictive model to classification of leukemia disease infection, evaluate accuracies, and 

performance of several techniques.  

 

3.1 Data Preprocessing 

 

Preprocessing is one of the important and prerequisite steps in data mining. Feature selection 

(FS) is a process to select features which are more informative but some features may be redundant, 

and others may be irrelevant and noisy [13]. When the data set consists of meaningless data that is 

incomplete (missing), noisy (outliers) and inconsistent data, preprocessing of the dataset is required. 

Figure 1 shows the preprocessing steps. 

 

 

Fig. 1. Preprocessing techniques 

 

3.2 Dataset Description 

 

In this research, the researcher concentrates on the gene expression microarray dataset. To 

compare these data mining classification techniques and comparison analysis, we need the dataset. 

This research chooses the leukemia dataset from European Molecular Biology Laboratory-European 

Bioinformatics Institute (EMBL -EBI) repository. These dataset are available online 

http://www.ebi.ac.uk/arrayexpress. Table 1 shows the summary of the characteristics of leukemia 

microarray dataset is described by the following parameters. Genes No.: the number of genes or 

attributes, Categories: the number of classes, Attributes Type: the type of data, Sample No.: the 

number of record or instance in the dataset. 
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Table 1 

Description of Leukemia microarry dataset 

Categories Attribute Type  Genes No. Sample No. 

ALL Numeric 12582 15 

AML   

MLL   

 

3.3 Classification Algorithms 

 

Classification is a data mining (machine learning) technique used to predict group membership 

for data instances [14]. It is the problem of finding the model for class attribute as a function of the 

values of other attributes and predicting accurate class assignment for test data. It can be divided in 

two types: supervised and unsupervised. Supervised is further divided in probabilistic and geometric. 

Probabilistic is further divided in parametric and nonparametric type. Classification is a two-step 

process: first is model construction i.e. describing a set of predetermined classes and second is using 

that model for prediction i.e. classifying future or unknown objects. For the classification in WEKA, 

the researcher has supervised and unsupervised categories of classifiers. All the classifiers like lazy, 

tree, rules and naïve comes under these categories only. The present research proposes a 

comprehensive analysis of different classification algorithms, and performance of evaluate by 

applying leukemia micro-array data set. A classifier model and other classification parameters will be 

obtained for the training dataset. Now this classifier model can be used for the test dataset to 

evaluate the model. The prediction about the test data set can be summarized on the basis of various 

performance criteria’s.  

 

3.4 Performance Factor Evaluation 

 

This work adopted precision, recall and lift as the performance metrics for estimating the 

accuracy of a given classification model. Each of these was used where appropriate in the analysis of 

the performances. Apart from the major performance criteria mentioned, the work will also measure 

the response time of the classifiers.  

 

3.4.1 Accuracy  

 

Accuracy is the proportion of the total number of predictions that were correct. It is determined 

using the equation (1): 

 

Accuracy =
�	
��

�	
��
�	
∗ 100 �15�                 (1) 

 

where, True Positive (TP) denotes the correct classifications of positive examples, true negatives (TN) 

are the correct classification of negative examples, false positive (FP) represents the incorrect 

classification of negative examples in correctly classified into the negative class. 

 

3.4.2 Precision  

 

Precision is the proportion of the predicted positive cases that were correct, as calculated using 

the equation (2) [15]: 

 



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 7, Issue 1 (2017) 1-10 

5 

 

Penerbit

Akademia Baru

Precision =
�	

�	
�	
∗ 100                                (2) 

 

3.4.3 Recall 

 

Recall or Sensitivity or True Positive Rate (TPR) It is the proportion of positive cases that were 

correctly identified, as calculated using the equation (3) [15]: 

 

Recall =
�	

�	
��
∗ 100                (3) 

 

4. Experimental Results 

 

In this section, the researcher conducted an experiment using WEKA (The Waikato Environment 

for Knowledge Analysis) application. WEKA is a comprehensive suite of Java class libraries that 

perform many advanced machine learning and data mining algorithms [16]. We analyze and compare 

the performance of decision tree algorithms namely Decicion Stump, forecast tree (FT), J48(C4.5), 

logical analysis of data(LADTtree), REPTree, logistic model tree(LMT), Naïve Bayes(NBTree), 

Calcification and regression tree (CART), Random Forest and Random Tree, and compare the 

performance of Rule classifier algorithms namely Java repeated incremental pruning (JRip), Nearest-

Neighbor-like algorithm (NNge), One Rule, PART, Ripple Down Rule learner (Ridor), Zero Rule [17]. 

 

4.1 Measuring Accuracy 

 

This approach has been implemented on two different machines (M1 and M2), as shown in Table 

2. The simulation results are partitioned into several sub items for easier analysis and evaluation. 

Different performance matrix like accuracy, time taken to build model (Seconds), true positive rate, 

false positive rate, precision, recall  are presented in numeric value during training and testing phase. 

The summary of those results by running the techniques in WEKA is reported in Tables 3-6 

 
Table 2 

Description of Machines 

Machine Name Specification 

M1 Intel Core 2 Due 2.13 GHz Processor 

4 GB RAM 

M2 Intel 3.00 GHz Processor 2 GB RAM 

 
Table 3 

Accuracy Measure for Classification Rule Algorithms (M1) 

Methods Accuracy % Recall Precision FP Rate TP Rate 
Time Taken to Build 

 Model (Seconds) 

JRIP 80 0.8 0.665 0.229 0.8 0.55 

NNge 100 1 1 0 1 0.72 

One R 80 0.8 0.655 0.229 0.8 0.12 

PART 100 1 1 0 1 0.27 

Ridor 80 0.8 0.665 0.229 0.8 0.39 

Zero R 53.33 0.533 0.284 0.533 0.533 0 
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Table 4 

Accuracy Measure for Classification Tree Algorithms (M1) 

Methods Accuracy % Recall Precision FP Rate TP Rate 
Time Taken to Build  

Model (Seconds) 

BF Tree 53.33 0.533 0.284 0.533 0.533 2.69 

Decision Stump 80 0.8 0.686 0.073 0.8 0.14 

FT 53.33 0.533 0.284 0.533 0.533 1.1 

J48(C4.5) 100 1 1 0 1 0.16 

LADTree 100 1 1 0 1 4.84 

REP Tree 73.33 0.733 0.587 0.201 0.733 0.21 

LMT 100 1 1 0 1 7.56 

NBTree 100 1 1 0 1 1.84 

CART 53.33 0.533 0.284 0.533 0.533 2.19 

Random Forest 100 1 1 0 1 0.28 

Random Tree 100 1 1 0 1 0.01 

 

 
Table 5 

Accuracy Measure for Classification Rule Algorithms (M2) 

Methods Accuracy % Recall Precision FP Rate TP Rate 
Time Taken to Build  

Model (Seconds) 

JRIP 80 0.8 0.665 0.229 0.8 1.16 

NNge 100 1 1 0 1 1.28 

One R 80 0.8 0.655 0.229 0.8 0.19 

PART 100 1 1 0 1 0.66 

Ridor 80 0.8 0.665 0.229 0.8 1.11 

Zero R 53.33 0.533 0.284 0.533 0.533 0 

 

 
Table 6 

Accuracy Measure for Classification Tree Algorithms (M2) 

Methods Accuracy % Recall Precision FP Rate TP Rate 
Time Taken to Build  

Model (Seconds) 

BF Tree 53.33 0.533 0.284 0.533 0.533 4.77 

Decision Stump 80 0.8 0.686 0.073 0.8 0.34 

FT 53.33 0.533 0.284 0.533 0.533 1.8 

J48(C4.5) 100 1 1 0 1 0.3 

LADTree 100 1 1 0 1 5.34 

REP Tree 73.33 0.733 0.587 0.201 0.733 0.45 

LMT 100 1 1 0 1 9.09 

NBTree 100 1 1 0 1 4.59 

CART 53.33 0.533 0.284 0.533 0.533 8.47 

Random Forest 100 1 1 0 1 1.35 

Random Tree 100 1 1 0 1 0.03 

 

Figures 2 and 3 shows the comparison based about the accuracy by each learning algorithm.  
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Fig. 2. Accuracy % of Rule Classifiers        

 

 

Fig. 3. Accuracy % of Tree Classifiers        

 

Based on Figures 2 and 3, we can clearly see that the highest accuracy is 100% and the lowest is 

53.33%. In fact, the highest accuracy belongs to the NNge and PART from rule classifier and J48, LAD 

tree, LMT, NBtree, random forest and random tree from tree classifier. The total time required to 

build the model is also a crucial parameter in comparing the classification algorithm. In this simple 

experiment, from Tables 3-6, we can say that a Zero R from rule classifier requires the shortest time 

which is around 0 seconds consecutive with compared to random tree from tree classifier which 

requires the longest model building time which is around 0.01-0.03 seconds.  

 

4.2 Comparisons between Accuracy and Response Time on Different Machines 

 

The total time required to build the model is also a crucial parameter in comparing the 

classification algorithm. In Tables 7 and 8, the researcher has summarized two main measures of 

evaluation for each algorithm such as time taken to build the model and accuracy. 

 
Table 7 

Comparison of Rule Classifier Methods 

Methods Accuracy % 
Time Taken to Build 

Model(M2) (Seconds) 

Time Taken to Build 

Model(M1) (Seconds) 

JRIP 80 1.16 0.55 

NNge 100 1.28 0.72 

One R 80 0.19 0.12 

PART 100 0.66 0.27 

Ridor 80 1.11 0.39 

Zero R 53.33 0 0 

 

Tables 7 and 8 show that NNge from rule classifier take maximum amount of time to build the 

model i.e. is around 0.72-1.28 seconds. Next highest LMT is around 7.56-9.09 and LADtree 4.84-5.34 

seconds to build the model from tree classifier. In terms of second measure of evaluation, Random 

tree has the highest percentage of accuracy is 100% and has the longest model building time which 
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is around 0.01-0.03 seconds and the best Measure among all and the Next highest accuracy is 100% 

belongs to PART and take time to build model is around 0.27-0.66 seconds that also lowest time 

compare to others. Hence, we conclude that random tree has performed better than all the other 

classifiers in the analysis by two machines of our dataset because it has the potential to significantly 

improve the conventional classification methods to be used in the medical field or in general, 

bioinformatics field. 

 
Table 8 

Comparison of Tree Classifier Methods 

Methods Accuracy % 
Time Taken to Build 

Model (M2) (Seconds) 

Time Taken to Build 

Model(M1) (Seconds) 

BF Tree 53.33 4.77 2.69 

Decision Stump 80 0.34 0.14 

FT 53.33 1.8 1.1 

J48(C4.5) 100 0.3 0.16 

LADTree 100 5.34 4.84 

REP Tree 73.33 0.45 0.21 

LMT 100 9.09 7.56 

NBTree 100 4.59 1.84 

CART 53.33 8.47 2.19 

Random Forest 100 1.35 0.28 

Random Tree 100 0.03 0.01 

 

  

4.3 Analysis of Classification Algorithms Results 

 

This study, has examined the performance of different classification methods that could generate 

accuracy and predict best model to disease infection diagnosis the data set. According to Figures 2 

and 3; Tables 3-8, we can clearly see the highest accuracy is 100% belongs to random tree, J48, LAD 

tree, LMT, NBtree, random forest, NNge and PART classifier and lowest accuracy is 53.33% that 

belongs to Zero R. The total time required to build the model is also a crucial parameter in comparing 

the classification algorithm. Based on Tables 3-8, we can compare time taken to build model among 

different classifiers in WEKA. We clearly find out that Random tree is the optimum; second best is 

the J48 and PART method is third best. An algorithm which has highest accuracy and lowest time to 

build model will be preferred as it has more powerful classification capability and ability in terms of 

bioinformatics fields. 

 

 

Fig. 4. Accuracy, T1 and T2 of Rule Classifiers 
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Fig. 5. Accuracy, T1 and T2 of Tree Classifiers 

 

Based on Figures 4 and 5, it can be concluded that the PART methods is best comparatively others 

rule classifiers cause 100% accuracy achieved by PART and take the time to build model is around 

0.27-0.66 seconds that also lowest time compare to others. In fact, the highest accuracy belongs to 

the decision tree classifier by Random tree has the highest percentage of accuracy is 100% and has 

the longest model building time which is around 0.01- 0.03 seconds and the best Measure among all. 

 

5.0 Conclusion 

  

In this study, we compared the classification accuracy and response time of different classification 

algorithms. The algorithms performance has been evaluated by using leukemia dataset applied on 

different machines. This study focused on finding the right algorithm for classification of data that 

works better on dataset that predict the leukemia disease infection in earlier stage. The results 

indicate that random tree of the classifiers outperformed all others in terms of the accuracy when 

applied to the data because gave the best accuracy, recall and precision on two machines. However, 

it is observed that the accuracies of the tools vary depending on the dataset used but also the 

response time taken to build model varies according to the machines used.  
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