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Gastric carcinoma, a prevalent and potentially fatal malignancy, underscores the 
urgency of early detection for effective treatment. Data mining methods, renowned 
for their ability to extract meaningful insights from large and complex datasets, offer a 
promising avenue for improving early detection accuracy. In this study, we embarked 
on a comprehensive exploration of the identification and evaluation of classifiers using 
data mining techniques to enhance the early detection of gastric carcinoma. The 
primary objective of our study was to leverage advanced data mining techniques to 
predict the early diagnosis of stomach cancer, a critical factor in improving patient 
outcomes. Early detection can significantly impact treatment success rates and patient 
survival. To achieve this goal, we employed a range of classification algorithms, 
including Support Vector Machine (SVM), k-Nearest Neighbour (KNN), Decision Tree 
(DT), and Logistic Regression. These algorithms were selected for their established 
efficacy in handling diverse datasets and their potential to uncover intricate patterns 
that may contribute to the early identification of gastric carcinoma. The preliminary 
evaluation of these classifiers involved the use of key performance metrics such as 
accuracy, precision, F1 score, and confusion metrics. These metrics are crucial for 
assessing the reliability and effectiveness of the classification models in distinguishing 
between individuals with stomach cancer and those without. The results of this 
preliminary analysis provide valuable insights into the strengths and limitations of each 
algorithm in the context of early gastric carcinoma detection. The detailed findings and 
classifier comparisons are presented in this paper, offering a comprehensive overview 
of the performance of each algorithm. This comparative analysis allows us to discern 
the most promising approach for early detection based on the specific characteristics 
of the dataset under consideration. The significance of this research lies in its potential 
to contribute to the development of robust and accurate screening tools for gastric 
carcinoma, ultimately improving the prognosis and treatment outcomes for individuals 
at risk. In conclusion, our study highlights the potential of data mining techniques in 
enhancing the early detection of gastric carcinoma. The results obtained through the 
evaluation of classification algorithms provide a foundation for further research and 
the development of practical tools that can aid in the timely diagnosis of stomach 
cancer, ultimately saving lives and improving overall healthcare outcomes. 
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1. Introduction 
 

Gastric carcinoma, commonly referred to as stomach cancer, is a formidable global health 
concern characterized by its prevalence, aggressive nature, and impact on patient outcomes. This 
malignancy originates in the lining of the stomach and can exhibit various subtypes, each with distinct 
clinical features and prognoses. The growth of cancer cells in the stomach is shown in Figure 1.   

 

 
Fig. 1. The growth of cancer cell 

 
Gastric carcinoma is associated with significant morbidity and mortality rates worldwide, making 

it a pressing challenge for healthcare systems and oncology research [1]. Gastric carcinoma is one of 
the most diagnosed cancers worldwide. According to the latest available data, it ranks as the fifth 
most common cancer and the fourth leading cause of cancer-related deaths globally [2]. Its 
occurrence varies geographically, with higher incidence rates reported in certain regions, including 
Eastern Asia, parts of South America, and Eastern Europe. 

The significant geographic disparities in gastric carcinoma incidence can be attributed to a 
combination of genetic, environmental, dietary, and lifestyle factors. Regions with a high prevalence 
of Helicobacter pylori infection, a bacterium linked to the development of gastric cancer, often 
exhibit elevated rates of this malignancy [3]. 

One of the challenges posed by gastric carcinoma is its often-insidious development and tendency 
to remain asymptomatic in its early stages. This delayed onset of noticeable symptoms contributes 
to cases frequently being diagnosed at advanced stages when treatment options are more limited 
and less effective. As a result, the five-year survival rates for patients diagnosed with advanced gastric 
carcinoma are notably lower compared to those diagnosed at earlier stages [4].  
 
1.1 Data Mining Techniques in the Early Detection of Gastric Carcinoma 

 
Early detection of diseases, including gastric carcinoma, holds immense significance in healthcare. 

When combined with advanced data mining prediction methods, early detection has the potential to 
profoundly impact patient outcomes and significantly improve the effectiveness of treatments. This 
is particularly true for gastric carcinoma, where timely identification of the disease using data-driven 
approaches can lead to enhanced patient survival rates and more favorable therapeutic options. 
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Early-stage detection of gastric carcinoma provides patients with a broader range of treatment 
choices, including less invasive and more targeted interventions [5]. When cancer is identified at an 
advanced stage, it tends to have already spread to nearby lymph nodes or distant organs, limiting 
the curative options available [6]. In contrast, when detected early, the tumor may be localized, 
enabling more conservative surgical procedures, organ-sparing techniques, and a higher likelihood 
of complete tumor removal [7].  

Traditional diagnostic methods for gastric carcinoma, while valuable, are associated with several 
challenges and limitations that can impact their accuracy, reliability, and effectiveness in detecting 
the disease [8]. The main challenges and limitations of traditional diagnostic methods for gastric 
carcinoma such as Late-Stage Diagnosis, Non-Specific Symptoms, Invasive Procedures, Limited 
Accessibility, Limited Sensitivity and Specificity, Lack of Surveillance Techniques, Variability in Disease 
Presentation and Cost and Time Factors [9]. These challenges highlight the need for more advanced 
and innovative approaches, such as those involving data mining techniques. 

The main objective of this research is to leverage data mining techniques to develop and evaluate 
effective classification models for the early detection of Gastric Carcinoma. The higher result 
obtained from the performance metrics under cross validation 10 folds will be selected as the best 
models to be used in the prediction of gastric carcinoma at the early detection. Cross-validation is a 
fundamental technique in evaluating prediction modules. It reduces biases, provides insights into the 
model's generalization ability, assists in hyperparameter tuning, and offers a more reliable 
assessment of how well the model will perform on new and unseen data [10]. 
 
2. Methodology  
2.1 Overview 
 

Data mining is a multidisciplinary field that involves the exploration and analysis of large datasets 
to discover hidden patterns, trends, correlations, and actionable insights that might not be 
immediately evident through traditional methods. It employs a combination of statistical techniques, 
machine learning algorithms, and domain knowledge to sift through vast amounts of data and extract 
valuable information [11]. The primary goal of data mining is to transform raw data into useful 
knowledge, enabling informed decision-making and predictive modeling across various domains. 

Machine learning algorithms learn from data by identifying patterns, trends, and relationships 
within the information provided. The goal is to generalize from the data to perform well on new, 
unseen data. Machine learning algorithms excel at making predictions and decisions based on the 
patterns they have learned. They can predict future outcomes, classify data into categories, and 
recommend actions.  

This research begins with a study on the background and understanding of data mining and 
relevant past investigations around topics like cancers. The outcome of this phase will influence the 
next phase where data can be collected. Once the data has been collected, we will process the data 
using pre-processing methods such as data missing and identifying data duplicates. The following 
phase will feature extraction where the correlation will be collected among specific attributes from 
the dataset. The next stage will be the classification method. For the classification algorithms, Python 
is selected to produce the desired models and perform the evaluation. Users may use Python to 
evaluate different machine learning methods on a dataset that includes a variety of visualization tools 
and techniques. It includes graphical user interfaces for quick access to this capability, as well as 
predictive modelling and data analysis. We will perform the 10 folds cross validation based on the 
obtained data, which separates the training and testing data. Finally, we will use supervised learning 
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classifier results such as accuracy, precision, recall and f-measure to compare the outcomes of the 
cross validation. 

 
2.2 Data Collection and Processing 
 

In this study, data was collected using a quantitative technique from people who had stomach 
cancer and without cancer and qualitative techniques by having some conversations with Chief 
doctors or cancer specialists about the relevant components. The information was collected from 
hospital patients with the help of the National Cancer Institute (NCI), Malaysia. Overall, 170 data have 
been collected. The dataset contains 114 Males and 56 Females. For the pre-processing and applying 
a few data mining algorithms, categorical data is converted to numerical data. The outcome for the 
actual class (YES) became as (1) and (NO) became as (0). Figure 2 displays a thorough description 
produced by JupyterNote [12] of the genders impacted by cancer or not. 

 

 
Fig. 2. Number of cancer and non-cancer 

 
The dataset has 29 variables in total. Age and gender are the only other factors; the rest are signs 

and symptoms of stomach cancer. These variables are pieces of information or attributes related to 
individuals within the dataset. Each variable serves a specific purpose in understanding and analysing 
the data. Age represents the age of the individuals in the dataset, which is a continuous numerical 
variable. Gender is a categorical variable, typically represented as "Male" or "Female," that indicates 
the gender of everyone. Most of the variables in the dataset (beyond age and gender) are related to 
signs and symptoms of stomach cancer. These variables likely represent various medical indicators 
or observations that can be associated with stomach cancer. Examples of such variables could include 
abdominal pain, nausea, vomiting, weight loss, and others. The last variable in the dataset is the class 
label. This variable serves as the target or outcome variable for the dataset. It indicates whether an 
individual has been affected by stomach cancer or not. This variable is typically binary, with two 
possible values: "Yes" (indicating the presence of stomach cancer) or "No" (indicating the absence of 
stomach cancer). Figure 3 displays a description of the data. 
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Fig. 3. Data description of dataset 

 
The dataset contains 114 Males and 56 Females. The detailed description of the gender who got 

affected with Cancer or not shown in Figure 4.  
 

 
Fig. 4. Gender who got affected Cancer or Non-Cancer 

 
Apart from that, age been considered for gastric carcinoma as well. Figure 5 shows the age range 

who got affected with the gastric carcinoma. 
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Fig. 5. Age who got cancer 

 
2.3 Model Selection 
 

Four different supervised machines learning i.e. Support Vector Machine, K-NN, Decision Tree 
and Logistic Regression have been used for analysis the dataset. Python tool is used to classify the 
data and the data is evaluated using 10-fold cross validation and the results are compared. Python's 
simplicity, rich ecosystem of libraries, and GUI development capabilities make it an ideal choice. Data 
processing and analysis are simplified with libraries like pandas and NumPy, enabling efficient 
preprocessing and feature engineering [13]. The availability of machine learning libraries like scikit-
learn allows easy implementation, tuning, and evaluation of classification algorithms. Visualizations 
with Matplotlib and Seaborn aid in result interpretation [14]. The interactivity of a GUI tool enhances 
user engagement, allowing input, parameter adjustment, and visualized predictions. 
 
2.3.1 Support Vector Machine (SVM) 
 

A Support Vector Machine (SVM) is a powerful machine learning algorithm used for classification 
and regression tasks. It works by finding a hyperplane in a high-dimensional space that best separates 
data points belonging to different classes [15]. SVMs are widely used in various domains due to their 
effectiveness in handling both linear and non-linear classification problems. It aims to find a 
hyperplane in a high-dimensional space that best separates data points of different classes, while 
maximizing the margin between them. Here's a summary of SVM with its key formula: Formula:  

Hyperplane equation: In a binary classification problem, the hyperplane equation can be 
represented as Eq. (1) 

 
𝑓(𝑥) = 𝑊𝑇𝑋 + 𝑏              (1) 
 
𝑓(𝑥) represents the decision function or decision boundary. It takes an input vector 𝑋 and produces 
an output.  
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𝑊𝑇 represents the transpose of the weight vector 𝑊. The weight vector contains the coefficients 
corresponding to each feature in the input vector 𝑋.  

 
𝑋 This is the input vector, representing the features of the data point being classified. 

 
𝑏 the bias term, also known as the intercept. It is an additional parameter that helps shift the decision 
boundary. 
 

The distance between the hyperplane and the nearest support vector is the margin. The objective 
of SVM is to maximize the margin while correctly classifying data points. In the case of non-linearly 
separable data, SVM introduces slack variables ξi  to allow for misclassification or overlapping.  SVM's 
effectiveness stems from finding a hyperplane that maximizes the margin between classes, resulting 
in improved generalization to new data. It is flexible through kernel functions, which map data to 
higher-dimensional spaces, allowing non-linear separation [16]. SVMs are employed in various 
domains, such as image classification, bioinformatics, and finance, due to their robustness and 
versatility. 
 
2.3.2 K-Nearest Neighbors algorithm (k-NN) 
 

The K-Nearest Neighbors (k-NN) algorithm is a simple yet effective machine learning method used 
for classification and regression tasks. It makes predictions based on the majority class of the k-
nearest data points in the feature space [17]. The k-NN algorithm relies on a distance metric, often 
the Euclidean distance, to measure the similarity between data points.  

For two data points, A and B, with n features (dimensions), the Euclidean distance is calculated 
Eq. (2) 
 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐴, 𝐵) = √(𝑥𝐴1 − 𝑥𝐵1
)

2
+  (𝑥𝐴2 − 𝑥𝐵2

)
2

+ ⋯ +        (2) 

 
Once distances are computed, the k-NN algorithm selects the k-nearest neighbors with the 

smallest distances to the test data point [18]. In the case of classification, the class labels of these k 
neighbors are considered, and the class that occurs most frequently becomes the prediction for the 
test data point. 
 
2.3.2 Decision Tree (DT) 
 

A Decision Tree is a widely used machine learning algorithm for classification and regression tasks. 
It works by partitioning the feature space into segments and making decisions based on the values 
of input features. Decision Trees are easy to understand, interpret, and visualize, making them useful 
for both explanatory and predictive tasks. Decision Trees create a tree-like structure where each 
internal node represents a decision based on a feature, each branch represents an outcome of that 
decision, and each leaf node represents a class label (for classification) or a prediction (for regression) 
[19]. The goal is to construct a tree that maximizes information gain or minimizes impurity at each 
split, resulting in a tree that accurately classifies or predicts unseen data. For classification, the 
formula for information gain (used in decision tree splits) is Eq. (3) 
 
Information Gain = Entropy(parent) - ∑ [ (count(child) / count(parent)) * Entropy(child) ]    (3) 
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where:  

• Entropy(parent) is the entropy of the parent node 

• count(child) is the number of samples in the child node 

• count(parent) is the number of samples in the parent node 

• Entropy(child) is the entropy of the child node 
 

The goal is to choose splits that maximize the information gain, leading to more homogeneous 
child nodes. For regression, Decision Trees use other measures like mean squared error (MSE) to 
evaluate the quality of splits and make predictions [20]. In summary, Decision Trees are intuitive, 
interpretable models that create a tree-like structure to make decisions based on input features. The 
algorithm aims to split the feature space in a way that maximizes information gain (or minimizes 
impurity) at each step. This process results in a tree that can be used for classification or regression 
tasks. 
 
2.3.3 Logistic Regression 
 

Logistic Regression is a widely used statistical method for binary classification, which aims to 
predict the probability that an input belongs to a particular class. Unlike linear regression, which 
predicts continuous values, logistic regression models the probability of a categorical outcome using 
the logistic function [20]. Logistic Regression is a statistical technique used for binary classification, 
where the goal is to predict the probability of an input belonging to one of two classes. The method 
employs the logistic function to transform the linear combination of input features into a probability 
value between 0 and 1. This probability is then used to classify the input into one of the two classes 
based on a predefined threshold. The logistic function, also known as the sigmoid function, is the key 
component of logistic regression. It transforms the linear combination of input features (represented 
by the term 'z') into a probability value (represented by 'p'). The logistic function is given by Eq. (4) 

 

𝜌 =
1

1+𝑒−𝑧              (4) 

 
Once the predicted probability 𝜌 is obtained, a threshold (typically 0.5) is used to make the final 

classification decision. If 𝜌 is greater than or equal to the threshold, the input is classified as the 
positive class; otherwise, it's classified as the negative class. 

Logistic regression is a valuable tool for binary classification tasks, employing the logistic function 
to model the probability of an input belonging to a particular class. Its simplicity, interpretability, and 
ability to estimate probabilities make it a popular choice in various fields [21]. 
 
3. Results  
 

In this research paper, the results section presented the performance metrics such as Accuracy, 
Precision, and F1 Measure for four classifiers been mentioned earlier used in the study. The following 
classification algorithms were applied to the dataset for the early detection of gastric carcinoma using 
by split the data into training and testing sets. By creating the four models, loop through each model, 
train it, make predictions, and compute metrics.  

In the metrics performance, ratio. test_size=0.4 means that approximately 40 percent of 
samples will be assigned to the test data, and the remaining 60 percent will be assigned to the training 
data. The result for 40% test data and 60% training data shown in Table 1.  
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Table 1 
Metrics Table 
Model Accuracy Precision Recall F1 Score  Confusion Matix 

SVM 0.955882 0.9 1 0.947368 [ [38   3] 
  [   0 27] ] 

KNN 0.911765 0.818182 1 0.9 [ [35   6] 
  [   0 27] ] 

Decision Tree 0.955882 0.9 1 0.947368 [ [38   3] 
  [   0 27] ] 

Logistic Regression 0.955882 0.9 1 0.947368 [ [38   3] 
  [   0 27] ] 

 
Using 40 percent testing data and 60 percent training data, the SVM, Decision Tree, and Logistic 

Regression perform better in terms of accuracy, precision, recall, and F1 Score. 
 

Table 2 
Metrics Table 
Model Accuracy Precision Recall F1 Score  Confusion Matix 

SVM 0.911765 0.870968 0.84375 0.857143 [ [66   4] 
  [   5 27] ] 

KNN 0.882353 1 0.625 0.769231 [ [70    0] 
  [ 12 20] ] 

Decision Tree 0.882353 1 0.625 0.769231 [ [70    0] 
  [ 12 20] ] 

Logistic Regression 0.960784 0.888889 1 0.941176 [ [66   4] 
  [   0 32] ] 

 
According to Table 2, while using 60% testing data and 40% training data, Logistic Regression 

delivers improved accuracy, recall, and F1 Score outcomes. KNN and Decision Tree outperform SVM 
and KNN in terms of precision.   

 
Table 3 
Metrics Table 
Model Accuracy Precision Recall F1 Score  Confusion Matix 

SVM 0.933824 0.9 0.878049 0.888889 [ [91   4] 
  [   5 36] ] 

KNN 0.970588 0.911111 1 0.953488 [ [91   4] 
  [   0 41] ] 

Decision Tree 0.933824 0.9 0.878049 0.888889 [ [91   4] 
  [   5 36] ] 

Logistic Regression 0.970588 0.911111 1 0.953488 [ [91   4] 
  [   0 41] ] 

 
According to Table 3, when using 80% testing data and 20% training data, Logistic regression and 

KNN perform better in terms of accuracy, precision, recall, and F1 Score. 
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Table 4 
Results table 
Model Accuracy Precision Recall F1 Score  Confusion Matix 

SVM 0.947059 0.909091 0.925926 0.917431 [ [111   5] 
  [    4 50] ] 

KNN 0.929412 0.903846 0.87037 0.886792 [ [111   5] 
  [     7 47] ] 

Decision Tree 0.929412 0.903846 0.87037 0.886792 [ [111   5] 
  [     7 47] ] 

Logistic Regression 0.947059 0.909091 0.925926 0.917431 [ [111   5] 
  [     4 50] ] 

 
According to Table 4, SVM and Logistic Regression perform better for cross validation 10 folds in 

terms of accuracy, precision, recall, and F1 Score metrics.  
The evaluation results suggest that Logistic Regression outperforms Support Vector Machine 

(SVM), K-Nearest Neighbors (K-NN), and Decision Tree classifiers across various testing scenarios, 
including data splits of 40%, 60%, and 80%. Furthermore, during cross-validation, both Logistic 
Regression and SVM exhibit superior performance, with Logistic Regression consistently 
demonstrating better results in terms of accuracy, precision, recall, and F1 Score. 

The accuracy of 94.7% achieved by Logistic Regression in cross-validation indicates a high overall 
correctness in predicting stomach cancer cases. Precision, measuring the ratio of correctly predicted 
positive observations to the total predicted positives, is impressive at 90.9%, indicating a low rate of 
false positives. Recall, capturing the ratio of correctly predicted positive observations to all actual 
positives, is also commendable at 92.59%, signifying the model's ability to effectively capture 
instances of stomach cancer. The F1 Score, which balances precision and recall, is at a strong 91.7%. 

The consistent superior performance of Logistic Regression across different data splits and cross-
validation underscores its robustness and reliability in predicting stomach cancer. The decision to 
favour Logistic Regression over SVM, K-NN, and Decision Tree classifiers can be attributed to its ability 
to effectively model the underlying patterns in the data, achieving a balance between precision and 
recall. 

In the context of gastric cancer prediction, where the objective is to identify potential cases with 
high accuracy and minimize false positives, Logistic Regression's superior performance is particularly 
valuable. The high precision implies that when the model predicts a positive case, it is highly likely to 
be accurate. Similarly, the high recall suggests that the model can successfully identify a significant 
proportion of actual positive cases. 
 
4. Conclusions 
 

According to the investigation, using machine learning algorithms can provide more precise and 
quantitative methods for detecting stomach cancer early on. A useful tool for medical professionals 
in the diagnosis of cancer, the Logistic Regression Classifier and SVM Classifier model displays notable 
precision in detecting early detection. These models can be used to diagnose gastric cancer early, 
saving the lives of many people who still have no idea what is happening within their stomachs but 
only experience the most rudimentary symptoms. The application of these classifiers in early 
detection is particularly crucial as it addresses the challenge of identifying cases where patients may 
not be aware of the underlying pathology. By providing an efficient and accurate means of diagnosis, 
these models empower medical professionals to intervene at an early stage, potentially saving lives 
and improving overall patient outcomes. 
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In summary, the main objective of this study is to leverage the power of data mining methods to 
develop accurate and efficient classifiers for the early detection of Gastric Carcinoma. By achieving 
this objective, the study aims to contribute to the advancement of medical diagnosis and treatment 
strategies, ultimately improving patient outcomes in the fight against stomach cancer.  
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