Image Detection and Distance Estimation for Rear Collision Avoidance using YOLOv4 on Jetson Nano

Abbas Al-Sadig Ahmed Elsayed1, Siti Nur Atiqah Halimi1, Mohd Azizi Abdul Rahman1,∗

1 Department of Electronic Systems Engineering, Malaysia-Japan International Institute of Technology, Universiti Teknologi Malaysia, Kuala Lumpur, Malaysia

ARTICLE INFO

Article history:
Received 10 June 2023
Received in revised form 15 July 2023
Accepted 19 August 2023
Available online 29 September 2023

ABSTRACT

Traffic accidents pose a significant global challenge, resulting in millions of non-fatal injuries annually. Addressing road safety issues and implementing comprehensive measures are crucial. This study evaluates a rear-end pre-collision avoidance system (CAS) utilizing the YOLOv4 algorithm on a small, powerful embedded computer, NVIDIA® Jetson Nano™. The system integrates image detection and distance estimation techniques within a monocular vision framework. Experimental results demonstrate the system’s remarkable accuracy in distance estimation. Under normal lighting conditions, it achieved an accuracy rate of 94.60% with a confidence level of 0.778. Even in altered lighting conditions, it maintained a commendable accuracy of 94% with an increased confidence level of 0.8376. Additionally, the system effectively generated warning messages and responded when predefined distance thresholds were reached. These findings highlight the system’s practical applicability, particularly in rear collision avoidance scenarios. In a broader context, this research contributes to advancing collision avoidance systems by addressing the critical need for precise distance estimation in rear-end collision scenarios. By enhancing safety and reliability, these systems have the potential to reduce accident risks and elevate road safety significantly. Future research should focus on refining the algorithm, integrating advanced technologies, and conducting extensive tests in diverse environments to optimize further and validate the system’s capabilities. These efforts promise to improve road safety and extend the system’s applicability in various domains.
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1. Introduction

Every year, millions of non-fatal injuries result from traffic accidents worldwide, with road traffic injuries becoming the leading cause of death among individuals aged 5 to 29 [1]. This statistic highlights the urgent need for comprehensive road safety measures, especially in addressing automobile-to-automobile collisions, the most prevalent type of road traffic accident. Advanced driving systems incorporating intelligent features like vehicle detection and collision warning can significantly enhance traffic safety. These systems rely on object detection techniques, using computer vision, machine learning, and advanced algorithms to identify and localize objects like cars, buses, motorcycles, and bicycles [2]. Additionally, distance estimation plays a crucial role in collision
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avoidance systems, providing information about the proximity of detected objects to the host automobile. Integrating object detection and distance estimation using deep learning algorithms and optical sensors can provide substantial benefits across various applications [3].

Recent advances in deep learning, particularly integrating object detection and distance estimation using artificial neural networks (ANN), have shown great potential in enhancing real-time collision avoidance [4,5]. ANN, notably the YOLOv4 algorithm, offers superior accuracy in image classification and object recognition tasks while being versatile and easy to retrain. By implementing YOLOv4 on NVIDIA's Jetson Nano development board with a monocular camera, real-time collision avoidance can be achieved, improving road traffic safety.

The rise in road accident fatalities due to negligent driving behaviors has raised concerns, necessitating the development of collision avoidance systems (CAS) [6]. However, there is a lack of comprehensive research evaluating the effectiveness of these technologies in reducing accidents and improving road user safety [7]. This study aims to assess the effectiveness of CAS in reducing collisions and enhancing road safety using the Jetson Nano and YOLOv4 algorithms to detect and track vehicles and obstacles, providing timely warnings and assistive functions.

The proposed collision avoidance system, utilizing the capabilities of the Jetson Nano and YOLOv4 algorithm, is a cost-effective and energy-efficient approach to addressing road safety concerns. This system can detect and monitor environmental vehicles and obstacles by utilizing the Jetson Nano’s real-time video analysis capabilities via an embedded camera. The cutting-edge YOLOv4 algorithm assures precise and rapid identification, allowing the system to issue timely collision prevention alerts. This integration has the potential to significantly reduce incidents caused by human error and distraction by enhancing real-time obstacle detection in a variety of conditions. However, it is essential to recognize the project’s limitations and scope.

While the system excels at recognizing objects within a 120-degree angle on the driver’s front side, its reliance on monocular vision imposes limitations, especially regarding depth perception. When evaluating its efficacy in real-world scenarios, these limitations must be considered.

The Jetson Nano and YOLOv4-based collision avoidance system has far-reaching implications. It can increase the security and effectiveness of automation applications in agriculture, mining, and logistics [8]. In transportation, it can improve the safety of autonomous vehicles, unmanned aerial vehicles (UAVs), and cargo transport. In addition, the system’s real-time object detection and tracking capabilities can be valuable for security and monitoring when applied to surveillance. In essence, this system offers a cost-effective and adaptable solution that has the potential to increase safety and efficacy across multiple industries.

2. Methodology

The collision avoidance system was developed by integrating the YOLOv4 algorithm with custom Python code tailored for object detection and avoidance, employing a single camera setup. The system’s workflow is illustrated in Fig. 1, depicting the step-by-step progression of its operation. In this process, the algorithm first analyzes incoming images, pinpointing the coordinates of bounding boxes around detected objects and estimating the distances to these objects.

Subsequently, it evaluates whether these estimated distances surpass a predefined safety threshold. It is worth noting that the primary emphasis of this study centered on creating an object detection system and incorporating a distance-based alarm system. This system represents a significant advancement in road safety by utilizing state-of-the-art object detection techniques and intelligent algorithms to assess and respond to potential collision risks in real time.
The combination of YOLOv4 and custom Python code underscores the system's potential to enhance driver safety and mitigate accidents caused by human error and distraction.

The YOLOv4 algorithm, a critical component of the collision avoidance system, underwent training using GOOGLE Colab's cloud computing resources. The training dataset was sourced from the KITTI dataset, comprising 7,481 images related to vehicles. During training, the neural network's weights were saved in a file hosted on Google Drive, with periodic updates occurring every 100 iterations, ensuring the algorithm's continuous improvement.

A two-stage experiment was conducted under different lighting conditions to evaluate the algorithm's effectiveness. The experimental setup occurred within an automotive workshop, specifically in a garage environment. The first stage replicated low-light conditions, while the second recreated regular lighting conditions. The computer vision system, equipped with the Logitech C270 web camera, was strategically positioned at various distances to simulate real-world scenarios, as depicted in Fig. 2. This comprehensive experiment and analysis serve to validate the algorithm's effectiveness in real-time object detection and distance estimation, which are pivotal for collision avoidance systems.

All lights were turned off initially to create a controlled low-light environment. The subsequent stage aimed to simulate typical lighting conditions by turning on the lights. Data capture was facilitated through a securely mounted Logitech C270 web camera placed at 4m, 5m, 6m, 7m, and 7.5m, with 4m as the measurement reference point. The experiment assessed the algorithm's distance estimation accuracy in three distinct cases: distances exceeding 5.5m, distances between 4m and 5m, and distances less than 4m. Each case triggered a different system reaction, with results communicated through printed messages for experimental purposes. Subsequently, data transcription and analysis were conducted using SPSS version 26, and mean error calculations in Excel were employed to evaluate the algorithm's performance, accuracy, and reliability.
3. Results and Discussion

The system efficiently processed the captured images, successfully detecting the car's rear and providing real-time distance measurements from the camera. Fig. 3 visually represents the processed image, using yellow and green colors to convey the level of confidence in object detection and the estimated distance, respectively. This visual representation enhances the system's usability and offers a clear and intuitive way for users to interpret the results, facilitating quick and informed decision-making in potential collision scenarios.

The implemented algorithm demonstrated accurate detection of the trained item and consistent estimation of its distance from the camera. However, some minor variations in distance measurements were observed, even though the system performed well. For instance, at a reference distance of 4m, the camera's distance output ranged from 3.81m to 3.93 m. To comprehensively assess the system’s performance, a rigorous evaluation was conducted, consisting of 10 iterations. These iterations involved incrementing the distance by 1m, starting from 4m and extending up to 7m, with an additional evaluation conducted at 7.5m. This systematic approach allowed for a thorough examination of the algorithm's behavior across various distance conditions, providing valuable insights into its reliability and accuracy.
Furthermore, the experiment considered the impact of lighting conditions by repeating the evaluation with the workshop lights turned off and doors closed to minimize interference from sunlight. It is important to note that the observed variations in distance estimation can be attributed to using a monocular vision system, which relies on a single camera for depth perception. Considering the inherent limitations of such a system, these variations were anticipated and served as valuable data for further refining the collision avoidance system.

Table 1 provides a comprehensive summary of the system's distance readings, including the calculated error percentages determined by comparing the estimated values to the actual values. These error percentages offer valuable insights into the accuracy of the system's distance measurements across various distances. The system's confidence level plays a crucial role in understanding its performance. With each distance estimation, the system provides a confidence indication, reflecting its level of certainty in recognizing and estimating distances to detected objects. This confidence level is essential for assessing the reliability of the system's readings.

**Table 1**  
The result of the proposed method

<table>
<thead>
<tr>
<th>Lighting</th>
<th>Actual Distance (m)</th>
<th>Distance Estimation (m)</th>
<th>Error (%)</th>
<th>Confidence in Object Detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>On</td>
<td>4</td>
<td>3.9379</td>
<td>-1.552</td>
<td>0.741</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4.8922</td>
<td>-2.156</td>
<td>0.971</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>5.7790</td>
<td>-3.683</td>
<td>0.907</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>6.3466</td>
<td>-9.335</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>7.5</td>
<td>6.7304</td>
<td>-10.261</td>
<td>0.572</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>-5.3976</td>
<td>0.778</td>
</tr>
<tr>
<td>Off</td>
<td>4</td>
<td>3.8840</td>
<td>-2.901</td>
<td>0.766</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4.8978</td>
<td>-2.044</td>
<td>0.973</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>5.8094</td>
<td>-3.176</td>
<td>0.889</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>6.2318</td>
<td>-10.975</td>
<td>0.899</td>
</tr>
<tr>
<td></td>
<td>7.5</td>
<td>6.6774</td>
<td>-10.968</td>
<td>0.651</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>-6.0128</td>
<td>0.8376</td>
</tr>
</tbody>
</table>
Interestingly, when the lights were turned off, the system exhibited more significant errors in distance readings, as expected due to the challenges posed by low-light conditions. However, a surprising observation was made when the lights were turned on: the system’s confidence in recognizing objects slightly decreased compared to the off-lighting condition. Further investigation is necessary to uncover the factors contributing to this unexpected phenomenon, including changes in illumination or the presence of shadows. Notably, a significant increase in error was observed beyond 6m, suggesting a possible exponential relationship between measured distance and actual range. This range-dependent performance underscores the system’s reliability within specific distance ranges and provides valuable insights into its operational characteristics.

The results of this comprehensive evaluation hold significant implications for the design and implementation of safety systems, particularly in collision avoidance. The demonstrated accuracy of the collision avoidance system in estimating distances represents a noteworthy achievement, showcasing its ability to provide precise and trustworthy information about the proximity of detected objects.

Regarding the system’s confidence levels, the highest confidence was observed at 5m, corresponding to the typical range when the reference point was set at 4m. Confidence decreased linearly as the distance increased, with the lowest confidence readings observed at 7.5m. This confidence trend was consistent for both lighting conditions. However, it is worth noting that the confidence at 4m was not as high as at 5m, possibly due to the expected measuring distance. This observation highlights the system’s efficiency and reliability, which decreases linearly as the distance extends beyond the lowest possible reference point.

The experimental outcomes emphasize the system’s remarkable accuracy in distance estimation. Under normal lighting conditions, the system achieved an impressive accuracy rate of 94.60%, with a confidence level of 0.778. Even when subjected to altered lighting conditions, the system maintained a commendable % accuracy rate of 94%, coupled with an increased confidence level of 0.8376. These findings underscore the system’s practical utility, especially in rear collision avoidance scenarios, where accurate distance estimation is paramount.

Fig. 4 displays the effective implementation of a warning system based on the calculated distances, which demonstrates the system’s potential for seamless integration with an automated warning system. This integration is of the utmost importance for enhancing road safety because it enables the system to provide timely alerts and preventive measures to drivers, potentially preventing accidents and minimizing the effects of human error and distraction.

Fig. 4. Example of the warning system and alert
Comparing these results to previous research on monocular vision systems, some similarities and differences are observed. Both studies achieve high levels of accuracy in distance estimation, but our system consistently underestimates distances, while Chen’s system tends to overestimate them. These variations can be attributed to differences in experimental setups, distance ranges, camera specifications, and calibration methods.

The study also highlights the impact of lighting conditions on system confidence. Surprisingly, the system exhibits higher confidence readings when lighting is off compared to well-lit conditions. This unexpected behavior suggests that factors beyond lighting, such as object reflectivity and algorithmic complexities, might influence confidence levels. Future research should investigate these factors and explore techniques to improve system reliability under varying lighting conditions.

A significant contribution to collision avoidance systems by highlighting the potential of monocular vision systems in achieving accurate distance estimation has been achieved. While particular challenges persist in different lighting conditions, and there are variations compared to previous research findings, the study firmly emphasizes the need for continued exploration of factors influencing system performance.

This study advances the collision avoidance systems field and enhances road safety. The demonstrated accuracy and reliability of the system’s distance estimation capabilities have the potential to reduce the risk of accidents significantly, particularly in scenarios involving rear-end collisions. These findings underscore the system’s real-world applicability and its potential to make our roadways safer for all.

4. Conclusions

In conclusion, the study's findings validate the collision avoidance system's accuracy in distance estimation and its potential for real-world applications, especially in automated warning systems. These findings contribute to advancing road safety technology and promise to reduce accidents and enhance traffic safety.

The insights gained from this research provide a solid foundation for future endeavors in collision avoidance systems and road safety technology. These findings open various avenues for further research and development, enabling us to improve these systems effectively and address their limitations. Future efforts can focus on optimizing the system's performance within specific distance ranges, capitalizing on the observed accuracy within certain proximity limits. This optimization could involve fine-tuning the algorithm or employing specialized techniques to enhance distance estimation in critical situations.

Additionally, investigating the underlying causes of unexpected behavior, such as decreased confidence levels when lights are turned on, is crucial for system refinement. Understanding these factors can lead to adjustments or enhancements that ensure consistent and reliable system performance under various lighting conditions. Exploring potential enhancements to mitigate the inherent limitations of monocular vision systems is another avenue for improvement. This could involve incorporating additional sensors or developing algorithms that compensate for depth perception challenges associated with single-camera setups.
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