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Landslides have been determined to be one of the most damaging forms of natural 
disasters as well as common geological hazards around the world that causes 
significant damage to the ecosystems, and settlements. Landslide susceptibility 
assessment is a crucial step in understanding the risk of landslides for an area to 
conduct a successful mitigation effort. Cotemporary research has deemed a machine 
learning based approach to be highly accurate in determining the susceptibility of an 
area towards landslide, and a suitable prediction function for the landslide 
susceptibility map development. Given the dependency of machine learning models 
on the availability of data used to develop its predictive capabilities, the deployment 
of the method may not be suitable in regions that are lacking or do not have the 
required data, especially historical landslide points. In this study, the Artificial Neural 
Network model was developed with data from Western Sarawak, located 1158 km 
away from the target region which were Tuaran and Penampang, Sabah, that was 
lacking in the amount of available historical landslide data. To enable the transfer, the 
type of variables in both regions were kept uniform, which were aspect, curvature, 
elevation, land use and land cover, rainfall intensity, slope angle, and topographic 
wetness index. In its own region, the model was determined to be highly accurate for 
predicting landslide susceptibility with a training success rate, and prediction success 
rate of 100%. Transferring the model to the target region reveals the process was a 
success, with a prediction success rate of 98%, and a precision of 100%. 
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1. Introduction 
 

The movement of slope forming materials is known as landslides, and it has been determined to 
be one of the most widely occurring form of natural disasters [1]. The frequency of landslide 
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occurrences is expected to increase in the coming years due to the rapid expansion of settlements, 
and anthropogenically induced global warming [2]. The scale of landslides, and its’ onset may vary 
from one case to another, however, all of it contributes to degradation of the victims lives, and the 
overall economic system of the country [3]. Thus, determining the susceptibility of a location to 
landslide is a crucial step in planning the mitigation procedures [4]. 

The term of a landslide susceptibility is used convey the likelihood that a landslide had occurred 
or has the potential to occur determined through the severity of the landslide causative variables 
that are present in an area [5]. Uncovering the level of landslide susceptibility for a region of interest 
is not a straightforward task, as landslides are complex natural phenomena that is influenced by 
numerous variables, each at a different rate [6]. Several approaches to the problem have been 
conducted throughout the years be it though a qualitive analysis, quantitative analysis, or both [7]. 

Cotemporary approach in determining landslide susceptibility, and other form of natural disasters 
are done through machine learning models to which provide a data-driven result, thus avoiding the 
potentiality of unjustified biases [8]. The advancement of data science, computing hardware, and 
availability of remote sensing data, have enabled researchers to deepen their understanding spatially 
on the occurrence of landslides, as well as developing the landslide susceptibility map (LSM) for their 
study areas [9].  

The most crucial aspect of machine learning based approach for landslide susceptibility 
assessment is data. Machine learning models regardless of purpose requires data for training, and 
subsequently evaluating the model’s accuracy [10]. The accuracy of the models is highly dependent 
on the accuracy of the training data, as it is used to develop the predictive capabilities of the model 
[11]. However, in the certain cases, the data required may not be available or lacking, which would 
inhibit the use of machine learning model, or decreases its prediction accuracy. 

Thus, this study was conducted to evaluate whether the usage of a machine learning model that 
was developed with a large data pool could be use in predicting the landslide susceptibility of a region 
which has a small data pool. The machine learning model of choice was an Artificial Neural Network 
(ANN), as it was determined to have the best chance of success due to its adaptative capabilities [12]. 
The transferrable ANN model was developed using data from Western Sarawak, and the target region 
was Tuaran, and Penampang district of Sabah. This study is very important due to increasing rate of 
urbanisation throughout the Malaysia where both region is located, which have been identified to 
be the major cause of landslide in the country [13]. 

 
1.1 Area of Study 

Tuaran and Penampang are two neighbouring districts located in the state of Sabah, Malaysia 
with an area of roughly 496.52 km2, and 1583.64 km2 respectively as shown in Figure 1. Penampang 
is located within the Western region of Sabah while Tuaran is situated in the Northeastern region of 
the state. The Crocker Range has the most influence on the terrain of Tuaran, with its high elevation, 
and steep slopes, making most of the landslide consisting of hills, and mountains with low lying 
regions on the coastal areas [14]. Being neighbouring districts, the terrain of Penampang is also 
influenced by the Crocker range, with 70% of the district has hilly to mountainous terrain, whilst the 
rest consists of low-lying areas concentrated mostly along the coastline [15]. Spatially, the target 
region is located roughly 1158 km from the source region, albeit both regions are on the same island 
of Borneo. It was confirmed that there are only 15 historical landslide location data that are freely 
available for the public through the National Space Agency (NASA) Global Landslide Catalogue (GLC), 
a 68% difference from the recorded historical landslide points in Western Sarawak made available by 
the Department of Minerals and Geosciences (JMG) for this study [16]. 
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Fig. 1. Study area map 

2. Methodology  
 

The main goal of this study was to determine the transferability of an ANN model landslide 
susceptibility prediction. Initially, the ANN model was trained, and tested with data from Western 
Sarawak. The ANN was developed to predict landslide susceptibility based on aspect, curvature, 
elevation, land use and land cover (LULC), rainfall intensity from November to December, slope angle, 
and Topographic Wetness Index (TWI). The ANN model architecture was developed with a single 
hidden layer consisting of 8 neurons as illustrated in Figure 2a, and learns through the 
backpropagation algorithm for the weightage adjustments [17].  

 
Backpropagation was selected due to several reasons, which were [18,19]: 
• The ability of the algorithm to learn from the training data and adapt accordingly to the 

network’s parameters to understand the relationship between the layers. 
• Automation of relevant features learning. As the training datasets consist of a wide range of 

data from different variables the backpropagation was able to determine the influence of 
each variable on the outcome. 

• Provided that the study has similar variables to the training data, backpropagation can adapt 
to the specific conditions of the new study area, making it suitable for studying the 
transferability of a machine learning model. 
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The ANN model accuracy was evaluated through the Area Under the Curve (AUC) method which 
compares the amount of correct prediction to the total amount of prediction, with 1 being the 
highest score [20].  It was determined that the ANN model AUC for both training success rate (Figure 
2b), and prediction success rate (Figure 2c) was 1.  

 

 
Fig. 2. (a) ANN model architecture, (b) AUC for training data, (c) AUC for testing data 

The same AUC method was used to evaluate the ANN model accuracy in predicting the landslide 
susceptibility of the target region, with added evaluation method of precision that measure the 
quality of the prediction [21]. AUC requires True Positive (TP), True Negative (TN), False Positive (FP), 
and False Negative (FN) predictions (see Eq. (1)). Precision on the other hand only requires TP, and 
FP (see Eq. (2)). 

 

𝐴𝑈𝐶 =	
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

(1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 	
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

(2) 

 
Data that is required from the target area is managed in the same way as the training data and 

testing data of the ANN model, thus, the same data-preprocessing procedures, and the same input-
output variables must be present in both source region, as well as the target region. In this study, the 
historical landslide locations were obtained from NASA’s GLC, which have underwent geo-
referencing through Google Earth Pro as the location given may deviate from the actual point location 
[22]. Non-landslide locations were determined by selecting areas with slope angle lower than 5° [23].  

Data-processing was done based on the type of data for the landslide causative variables, which 
were categorical, and numerical. The categorical variables in this study were aspect, curvature, LULC, 
and TWI, whilst the numerical variables were elevation, slope angle, and TWI.  The categorical 
variables have underwent data-preprocessing through one-hot encoding, which classifies the data 
based on predefined groups, as the data was better present in the form of categories and cannot be 
clearly defined through numerical values [24]. Numerical variables have undergone data-

(a) (b) (c) 
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preprocessing through min-max scaling, where the numerical values were scaled to be from 0 to 1, 
As is the scaled value, A is the unscaled value, Amin is the lowest value of the variable, and Amax is the 
maximum value of the variable (see Eq. (3)). This scaling processing was conducted to avoid 
overpowering issues caused by the large differences in values for the numerical variables [25].  

 

𝐴! =
𝐴 − 𝐴"#$

𝐴"%& − 𝐴"#$
 

 

(3) 

 
The landslide causative variables map shows the distribution of each variable’s values (Figure 3a 

to Figure 3g). 
 

 
Fig. 3. (a) Aspect, (b) Curvature, (c) Elevation, (d) LULC, (e) Rainfall intensity, (f) Slope angle, (g) TWI 
 

Aspect refers to the orientation of a given slope face. Aspect does not directly causes landslide to 
occur, instead, different aspect have different climatic conditions such as the amount of sun 
exposure, and rainfall received, that determine the degree of weathering and type of vegetation [26]. 
The aspect data was classified into 8 categories from a to h, with a range of 45° respectively. The 
aspect Geographical Information System (GIS) raster file was obtained by using the System for 
Automated Geoscientific Analyses (SAGA) extension in Quantum Geographical Information System 
(QGIS) from the elevation raster [27]. 
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Curvature represents the shape of the slope itself, from concave to flat to convex. Curvature is 
responsible for the accumulation or redirection of surface runoff from rainfall, a major landslide 
triggering factor [28]. Concave curvature has been determined to have a higher susceptibility towards 
landslide in comparison to flat, and convex curvature due to its capability to accumulate water [29]. 
The curvature raster in this study was obtained through SAGA in QGIS, where the negative score 
represents concave curvature, 0 score for flat curvature, and a positive score for convex curvature 
[30].  

Elevation shows the vertical distance between a point to the vertical datum, and areas located in 
the higher elevation are deemed as being more susceptible to landslides compared to areas with 
lower elevation as the ruggedness of the terrain increases with the elevation [31]. The elevation 
raster in this study was obtained from NASA’s Advanced Land Observing Satellite (ALOS) through the 
Alaska State Facility (ASF) [32]. The elevation of the target region ranges from -9m to 2078m. 

LULC in landslide susceptibility assessment is a measure of the anthropogenic activity present in 
the study area. In Malaysia, areas with high human activity experience more landslide cases 
compared to undisturbed areas [33]. The LULC raster file was obtained from the Environmental 
Systems Research Institute, Inc. (ESRI) [34]. 9 distinct LULC were present in the study area, and as 
LULC is a form of categorical data, it was categorized, were u1 for water, u2 for trees, u3 for grass, 
u4 for flooded vegetation, u5 for crops, u6 for shrubs, u7 for built areas, u8 for bare grounds, and u9 
for clouds. 

Rainfall is a major triggering factor of landslide in a tropical country such as Malaysia, as it 
penetrates the ground, loosening the soil, and if the intensity exceeds a certain threshold, a landslide 
would occur [35]. The rainfall raster file was obtained from the Climate Hazard Centre (CHC) with a 
unit of mm per pentad (five days), which shows that the rainfall intensity for the target region from 
November to December ranges from 35.091 to 49.316 [36]. 

Slope angle has been observed to be the main conditioning factor of landslides amongst the 
landslide causative variables. Region with steep slopes has a higher susceptibility towards landslide 
in comparison to region with a gentler slope, as the shear stress on the slope forming material 
increases [37]. The slope angle raster file was obtained from SAGA in QGIS, which shows that the 
slope angle in the target region ranges from 0° to 77.749° [27]. 

TWI is a dimensionless index, that shows the location of catchment areas based on where the 
flow would be accumulated given the properties of terrain [38]. Areas with higher accumulation of 
water tends to have a higher susceptibility towards landslides as it promotes the alteration of the 
slope forming material [39]. The TWI raster file was obtained from QGIS through the raster calculator 
function, and it shows that the TWI for the target area ranges from 0.428 to 12.818 [40].  

The values of each landslide causative variables at each landslide points, and non-landslide points 
were extracted through QGIS raster sampling tool, which was used to determine the accuracy of the 
source ANN model to predict landslide susceptibility in the target area after data-preprocessing have 
been applied. However, unlike the source ANN model training data, Pearson’s Correlation Analysis 
(PCA), was not applied to the target data, as it was not used to develop the ANN model predictive 
capabilities. PCA is an important process to identify whether there is multicollinearity present in the 
training data. High multicollinearity exceeds PCA coefficient of 0.7, and causes the ANN model 
prediction to degrade in term of accuracy as redundant input variables is supplied in the training 
process [41]. 
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3. Results and Discussion 
3.1 Source ANN Model 
 

After the data for the source ANN model have been prepared, it was checked for multicollinearity 
through PCA to avoid any issues caused by multicollinearity. The result of the analysis can be seen in 
Table 1, with the highest correlation for input-to-input variables was determined to be between 
elevation and slope angle for the source area with a PCA coefficient of 0.68. The highest collinearity 
between the input-to-output of landslide however, was not a detrimental evaluation for the training 
data, instead it is an overview of the relationship between the input variables to the output variables, 
where for the source region, slope angle has the highest correlation with landslide, indicating that as 
slope angle increases, the landslide susceptibility also increases [42]. It was concluded that no 
significant multicollinearity was present in the training data, thus, any potential issues caused by 
multicollinearity was avoided.  
 
Table 1 
PCA Matrix of source ANN model 

  Aspect Curvature Elevation LULC Rainfall Slope TWI Landslide 

Aspect 1.00        
Curvature -0.01 1.00       
Elevation -0.09 0.04 1.00      

LULC -0.02 0.04 -0.19 1.00     
Rainfall -0.03 0.00 0.00 0.01 1.00    
Slope -0.09 0.07 0.68 -0.17 0.06 1.00   
TWI 0.06 -0.19 -0.32 -0.07 -0.07 -0.38 1.00  

Landslide -0.07 0.08 0.50 -0.14 0.06 0.86 -0.33 1.00 
 

As for the accuracy of the source ANN model, the training success rate and prediction success 
rate AUC of 1, indicates a highly accurate ANN model in predicting the landslide susceptibility of the 
source region. The training success rate evaluation was conducted to determine the overall success 
rate of the training phase, while the prediction success rate evaluation was conducted to determine 
the accuracy of the ANN model in predicting landslide susceptibility based on never-before-seen 
data, which was the testing data.  

 
3.2 Accuracy and Precision of Source ANN Model in Predicting the Landslide Susceptibility of the 
Target Area 
 

After the values of each landslide causative variables have been extracted from each 
corresponding raster files using the landslide points, and non-landslide points in QGIS, the data was 
used to evaluate the source ANN model accuracy and precision in predicting the landslide 
susceptibility of the target area after the same data-preprocessing measures conducted on the 
source training data was also conducted on the target data.  

The results of the prediction can be seen in Figure 4, where the similarity threshold was set as 
80%. In total, there were 34 non-landslide points, and 15 landslide points in the target region. The 
source ANN model has accurately predicted all 34 non-landslide points as non-landslide cases, and 
out of the total 15 landslide points, 14 were accurately predicted. Resulting AUC from the source 
ANN model in predicting the landslide susceptibility for the target area was 0.98.  



Journal of Advanced Research Design 
Volume 146 Issue 1 (2026) 1-12  

8 

 
Fig. 4. Prediction outcome 

 
The results from the prediction and the actual values can be seen in Table 2. Precision of the 

source ANN model in predicting the landslide susceptibility of the target area was determined to be 
at 0.98.  

 
Table 2       
Excerpt from Prediction 

Prediction Actual Prediction Actual Prediction Actual Prediction Actual 
1.00 1.00 0.87 1.00 0.06 0.00 0.00 0.00 
1.00 1.00 0.85 1.00 0.04 0.00 0.00 0.00 
0.97 1.00 0.76 1.00 0.03 0.00 0.00 0.00 
0.97 1.00 0.38 0.00 0.03 0.00 0.00 0.00 
0.95 1.00 0.35 0.00 0.02 0.00 0.00 0.00 
0.93 1.00 0.26 0.00 0.01 0.00 0.00 0.00 
0.92 1.00 0.22 0.00 0.00 0.00 0.00 0.00 
0.91 1.00 0.19 0.00 0.00 0.00 0.00 0.00 
0.91 1.00 0.16 0.00 0.00 0.00 0.00 0.00 
0.90 1.00 0.15 0.00 0.00 0.00 0.00 0.00 
0.90 1.00 0.11 0.00 0.00 0.00 0.00 0.00 
0.88 1.00 0.10 0.00 0.00 0.00 0.00 0.00 

 
3.3 Target Region LSM 
 

After the ANN model was determined to have reached or exceed the satisfactory accuracy of 0.8 
through AUC, and a precision threshold of 0.8, the LSM was developed [43]. This was done by 
converting the raster files into a numerical data frame where the same data pre-processing measures 
done on the source training data for the ANN model was done on the numerical data frame. The 



Journal of Advanced Research Design 
Volume 146 Issue 1 (2026) 1-12  

9 

resulting LSM (Figure 5a) shows that most of the highly susceptible areas are concentrated in the 
highly elevated areas with steep slopes (Figure 5b).  

The 3-dimensional (3D) map has shown that elevation and slope angle play a significant role in 
the landslide susceptibility of the target region, thus, correlating with the source region PCA 
coefficient of input-to-output variables. As for the low susceptibility areas, most of the areas are 
concentrated in the low-lying region alongside the coastline, except for a few hilly areas.  
 

 

Fig. 5. (a) Target region LSM, (b) 3 Dimensional LSM of target region 
 

The reduction of accuracy in the transfer may have resulted from the difference in percentage of 
the elevation, and slope angle from the source region to the target region shown in Table 3. The 
percentage of error was carried out to the LSM, as the ANN model was used as the predictive 
function. The 2% error from the AUC of 0.98, is an indicative difference of the elevation with a 
percentage difference of 37.57%, and slope angle with a percentage difference of 2.14%. This was 
determined by observing the PCA coefficient of the variables, which were 0.5, and 0.86 respectively 
for elevation and slope angle. Thus, the error may have mostly originated from the elevation. 
However, given the low percentage of error in term of inaccurate predictions, the LSM can still be 
used as a preliminary assessment of landslide susceptibility for the target region [17]. Thus, it can be 
concluded that the transfer process was a success. 

 
Table 3   
Difference of source and target region elevation and slope angle 

 Source Target  
Variables Min Max Range Min Max Range % Range 

Difference 
Output 

PCA 
Elevation -37.00 1266.00 1303 -9 2078 2087 37.57 0.50 

Slope 0 76.09 76.09 0 77.75 77.75 2.14 0.86 
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4. Conclusions 
 
Landslides are a common form of natural disasters which occur everywhere around the globe. 

Given its complexity as it is influenced by numerous variables each at a different rate, contemporary 
research has opted to apply machine learning based approaches to solve the issue. However, the 
application of machine learning in landslide susceptibility assessment is constrained by the 
availability of data, as it requires data to both train the model, as well as evaluate its prediction 
accuracy. In this study, the target region of Tuaran and Penampang of Sabah lack the amount of data 
required to develop the machine learning model of choice, which was an Artificial Neural Network. 
Thus, the source region of Western Sarawak data was used to develop the machine learning model. 
The landslide causative variables were kept constant to facilitate the transfer, which were aspect, 
curvature, elevation, land use and land cover, rainfall intensity, slope angle, and Topographic 
Wetness Index, as the variables were present in both source region, as well as the target region. The 
machine learning model was evaluated to be very accurate in its own source area with a training 
success rate, and prediction success rate of 100% for both evaluations. In the target area, the 
machine learning model was evaluated to have a 98% prediction success rate, with a precision of 
100%. Thus, it was concluded that the machine learning model was suitable for the landslide 
susceptibility map development given the accuracy and precision. The resulting landslide 
susceptibility map can be used as preliminary assessment in the landslide mitigation effort for the 
target area.  
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