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The COVID-19 epidemic has been a hot topic for a time-series forecasting in the last 
three years (2020-2022) data, and their national conditions and environmental 
backgrounds of different countries have different; thus, it is difficult but necessary to 
find a more suitable time-series model for prediction of relevant data within a short 
period of certain time. Therefore, tailored to countries to find out such an intelligent 
model to be able to predict the confirmation cases of coronavirus for different countries 
has an interesting and important challenge. COVID-19 studies have used traditional 
statistics-based research architectures, and there are several core problems: (1) it is lack 
of effectively organizing time-series forecasting models with machine learning 
techniques for COVID-19 data; (2) it may require different forecasting models depended 
on characteristics of different yearly COVID-19 data; (3) it is a valuable issue to find out 
a well-off forecasting model for modulating different parameters of COVID-19 data 
contexts. This study is trigged by such a research motivation to propose an integrated 
approach of different three time series-based models, such as autoregressive (AR), 
moving average (MA), and autoregressive integrated moving average (ARIMA), along 
with 12 machine learning models for addressing COVID-19 data applications. The study 
collects the data of confirmation cases from 2020-2022 and divides it into different sub-
datasets from the most severities COVID-19 of countries to assess the effect of the 
proposed model. The evaluation standard is an effective indicator of mean absolute 
percentage error (MAPE). For the empirical results, it is found that different predictive 
techniques for the same country’s epidemic data have different prediction error rates; 
it is proved that different COVID-19 data of different countries needs different 
forecasting methods. The empirical results provide valuable information as a useful 
reference for different interest considerations to the interested parties. It is a good issue 
to differentiate from the existing works, the study highlights an organization method for 
three time-series models and 12 machine learning techniques in matching a COVID-19 
data application; thus, this study has a clear contribution of a technical and applicable 
innovation on benefiting COVID-19 data fields. 
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1. Introduction 
 

This study aims to explore and address some emerged meaningful issues for COVID-19 data 
occurred in the recent years (2020–2023) to identify time-series forecasting models for number of 
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confirmed cases. Five core research subjects are defined, including the first research background, 
research motivation, research problem, research originality and its importance and research purpose 
at last, helpful to completely learn more about this study; they are respectively described, as follows. 

First, on March 9, 2020, the World Health Organization (WHO) announced the new coronavirus, 
properly named "New Corona Virus Pneumonia 2019" (abbreviated as COVID-19) [1-3], which has 
become the world's largest epidemic virus start and continually, causing at least hundreds of millions 
of people to be diagnosed and millions of deaths worldwide lastly. Based on this major and terrible 
catastrophe, the world that has originally smooth life is instantly and completely changed; the 
damage for us is very heavy. Therefore, we can draw the historical retrospective back to the potential 
influence from the first case of actual COVID-19 abroad [4-6] with its subsequent development during 
2020–2023. This serious COVID-19 causes countries to initiate vaccination policies, to have even 
closed border exchanges, and to enter the blocking phase, leading to global economic stagnation and 
even recession [7], and even the unemployment population has increased dramatically. More 
seriously, according to an updated statistical tracking from the reported coronavirus cases of 
Worldometer [8], there are currently 704,753,890 confirmed cases and 7,010,681 deaths worldwide 
from the coronavirus COVID-19 outbreak as of April 13, 2024. Thus, there is no doubt that the largest 
and most influential international news in recent times is the pneumonia epidemic of COVID-19 [9-
12], and its harm has still continued to present. Due causing the world’s serious damage is very 
horrifying, it is too complex and difficult to predict and control for the continuously subsequent 
results. Thus, it will be a valuable issue for further addressing the great bodily injury for the COVID-
19 data by taking and identifying the challenge from background of research in the last four years 
(2020 to 2023). 

Next, the Global outbreaks were intensifying from 2020 to the end of the second year of the 
outbreak (i.e., end of 2021) as a period of time when we do an important review. For a clear 
presentation, we just compare the statistics of December 28, 2021, showing the world’s top 10 most 
severe outbreaking regions or countries and making a meaningful comparison, as shown in the Table 
1 below. From the data of Table 1, we obtain the following four useful references: 
 

i. The top three countries with the most seriously diagnosed orderly are the United States (USA), 
India, and Brazil, the highest number of deaths are also these three countries, and the world 
reaches more than 220 million confirmed cases and over 5.42 million deaths. 

ii. The most severe outbreak situation is concentrated in countries in the three continents of 
America, Eurasia and Asia; comparatively, the Oceania countries are less severe. 

iii. The three countries in order with the highest confirmation rate are the United Kingdom 
18.762%, the United States 16.115% and France 14.194%. 

iv. The three countries in order with the highest mortality rates are Russia 2,927%, Brazil 2.780% 
and Iran 2.125%. Given the above information, it is a serious challenge with an important and 
interesting topic that is worth looking at continually, and it is definitely that we can learn 
something from it. 

 
Therefore, exploring such a global COVID-19 data for identifying sufficient knowledge of epidemic 

prevention is absolutely necessary and significantly motivates the study. 
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Table 1 
Comparison of Covid-19 statistics for the top 10 major epidemic countries on December 28, 2021 
No. Country  Region  Confirmed 

cases 
Total 
population 

Confirmation 
rate (%) 

Number of 
deaths 

Death 
rate (%) 

1 USA America 53,659,688 332,970,000 16.115 822,892 1.534 
2 India Asia 34,808,886 1,395,000,000 2.495 480,592 1.381 
3 Brazil America 22,269,031 213,930,000 10.409 619,095 2.780 
4 UK Europe 12,585,924 67,081,000 18.762 148,202 1.178 
5 Russia Across Europe 

and Asia 
10,279,009 145,760,000 7.052 300,886 2.927 

6 France Europe 9,579,277 67,486,000 14.194 123,434 1.289 
7 Turkey Across Europe 

and Asia 
9,367,369 83,614,000 11.203 81,917 0.874 

8 Germany Europe 7,129,352 83,129,000 8.576 111,607 1.565 
9 Iran Asia 6,190,762 84,823,000 7.298 131,527 2.125 
10 Spain Europe 6,133,057 47,394,000 12.941 89,331 1.457 

 
Accordingly, it is a truth that we can have always believed that there are some rules or 

relationships between the numbers in the relevant time-series data; there may exist a relationship 
between a certain sequence of data (e.g., COVID-19 data). We take a case, and Table 2 shows a partial 
data from the daily confirmed cases and daily deaths of COVID-19 diagnoses in the United States 
during January 1, 2020 to December 31, 2021; undoubtedly, it has the data phenomena of time-
series, trends [13-15], auto-correlation [16,17], and other possible correlations. There are some 
effective forecasting models that can more accurately predict future data, and we can use useful data 
to model the better intelligent forecasting methods [18] as an effective tool for accurately predicting 
what will happen next. Therefore, we can excavate treasures from the hidden information of time-
series data meaningfully. Given the above reason, this study explores and defines a research problem 
in order to identify international COVID-19 time-series data [19], seeking to establish guidelines of 
future effective forecasting decision-making model for accurately predicting country-specific COVID-
19 series data, such as daily confirmed cases.  

In an in-depth literature review, it has been found that COVID-19 medical research topics are 
quite diverse [19], and researchers are more likely to use traditional statistical-based research 
architectures. Although they can result in different degrees of satisfaction, there are some major 
shortcomings in using traditional statistics methods. Except for the combination of conventional 
statistical methods with COVID-19 issues, there are some possible major problems: 
 

i. A lack of effective predictive model related to COVID-19 indicators in the organization of time-
series models and machine learning techniques, resulting in difficulties or setbacks in health 
policy and national resource-related decision-making. 

ii. Due to certain national environmental differences, the forecasting model may be misleading, 
ineffective, or insufficient, so that the forecasting model needs to be opportunely revised for 
different countries.  

iii. Not a forecasting model can be completely and suitably applied to all epidemiological data in 
different contexts, so that the forecasting model must be adjusted timely for different 
background parameters.  
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Table 2 
Daily COVID-19 diagnoses and daily deaths in the United 
States from January 1 2020 to December 31 2021 
Date Daily diagnostic cases Daily death cases 

2020/1/1 0 0 
2020/1/2 0 0 
2020/1/3 0 0 
2020/5/30 25,337 1,219 
2020/5/31 23,297 945 
2021/12/30 377,014 2,337 
2021/12/31 489,267 2,184 

 

By the way, this study expects to propose an advanced intelligent time-series forecasting model 
[20], focusing on solving different conditions, such as the country background environment, data 
characteristics, or specific time variables, expecting to individually find its best forecasting model, 
and improving prediction efficiency for time-series data of COVID-19 epidemic [21]. Moreover, this 
study tries to get rid of the shortcomings and major problems mentioned-above by developing a 
technical basis of an improved ARIMA-based model for predicting time-varying properties data, 
including autoregressive (AR(p)), moving average (MA(q)), autoregressive integrated moving average 
(ARIMA (p, d, q)) [22], based on their past excellent performance and research trend. Afterwards, 
due to the eminent evaluation performance for the mean absolute percentage error (MAPE) from 
the past research [23], it is adopted as the main performance metric to widely evaluate the 
effectiveness and applicability of the time-series forecasting models used in the field of machine 
learning techniques, providing valuable information for the empirical experiences from the data 
analysis and prediction. 

More importantly, regarding the machine learning techniques, we good organize some effectively 
supervised algorithms [24,25], such as Gaussian Processes (abbreviated as GP), Linear Regression 
(LR), Multilayer Perceptron (MLP), SMO reg (SMO-R), Bagging, Decision Table (DT), M5 Rules (M5-R), 
Decision Stump (DS), M5P, Random Forest (RF), Random Tree (RT), and REP Tree (REP-T), which have 
a well-known and state-of-the-art study utilized for familiar learning methods in different domains, 
into the proposed model in order to well address the COVID-19 data. They are used as a key purpose 
of comparative study for measuring the prediction ability in this study. Thus, based on the above 
descriptions, this study particularly has the research originality and rich research architecture in 
terms of technicality and applicability.  

Finally, we thus outline the three main research objectives: 
 

i. Construct a set of time-varying and time-series forecasting methods, including AR(p), MA(q), 
and ARIMA (p, d, q) to predict the COVID-19 series data.  

ii. Use the assessment indicator MAPE to objectively evaluate and identify the better advanced 
intelligent time-series models for different countries under different years’ data. 

iii. Use 12 machine learning techniques as a comparative analysis. 
 
The remaining contents of this paper is organized in the following four sections. Section 2 reviews 

the related background introduction for COVID-19 and ARIMA. Section 3 is the related research 
processes and the processing flow for the proposed model. Section 4 makes the experimental results 
and data analysis results, and Section 5 is the conclusion and the future research direction. 
 
 
 



Journal of Advanced Research Design 

Volume 137 Issue 1 (2026) 33-46  

37 

2. Literature Review  
2.1 COVID-19 Case with the Related Application Studies 

 
At the end of 2019, the new coronavirus (COVID-19) originated in the city of Wuhan, mainland 

Chinese, and this virus is extremely infectious and has a high mortality rate at the beginning of its 
occurrence; thus, it has been declared a "severe specific infectious pneumonia" as a statutory 
infection virus. The incubation period of approximately 1 to 14 days (or even longer) is a severe virus 
with a longer incubatory period known today. So far, the virus has sparked a global economic crisis, 
causing a severe shock to the United States, the world’s largest economic hub [26]. Specifically, all 
the economies of the world are greatly negatively affected by it. COVID-19 is a type of membrane 
RAN virus, and the symptoms are very similar to the common cold. The initial occurrence of cases 
with pneumonia becomes main symptom, but in serious, it will affect the entire lung infection, fever, 
cough, muscle pain, breathing difficulties and other symptoms. The main way of infection is through 
cough and spray sputum, infected to others, and it can even be transmitted through direct 
connection with the human body; currently, although there are related vaccines used, due to the 
evolution of the virus, it often causes many breakthrough infection diagnosis cases. Based on relevant 
statistics, although about 85% of COVID-19 patients are mild and common types of cases, it is 
clinically found that some patients are suddenly worsen, rapidly progress to severe or critical types, 
and increase mortality rate [5], and this particular situation deserves special attention and further 
exploration of possible reasons. 

COVID-19 has spread globally, causing numerous deaths worldwide, leading governments around 
the world to implement relevant vaccination measures. According to Haussner et al., [4] and Fauci et 
al., [27], their researches showed that countries in order to control the spread of the epidemic, 
restrict people's travel abroad, and therefore enter the so-called "new locking the country" era, 
hoping to be able to control epidemics by reducing the displacement, gatherings and activities of 
personnel. Lauer et al., [28] noted that scholars and experts’ study clinical cases to understand the 
incubation period of the virus, reduce the number of infections and control the outbreak. Jiang et al., 
[29] and Xu et al., [30] also had noted that COVID-19 infection symptoms through sputum contact 
include nausea, cough, chest pain, dizziness, vomiting, fever, coughs, fatigue, diarrhoea and 
abdominal pain, and it can cause acute heart muscle damage and chronic damage to the 
cardiovascular system [31]. Studies had found that COVID-19 is a high-risk group of susceptible and 
severely ill patients, such as people with diabetes or other chronic diseases [32] or people with poor 
immune function (immunodeficient patients, infants and pregnant women) and smokers [33]. 
 
2.2 The ARIMA Model with its Applications  

 
The ARIMA model is the first time series model proposed by Box et al., [34], a predictive model 

consisting of three elements, such as AR, difference, and MA; its time sequencing data is taken simple 
averages, and excludes random fluctuations, making time sequential data smoother and combining 
with other models to make smooth predictions. The series data can be processed through “first 
difference”, converting its sequence into a stable series, and then using the above ARMA model to 
make predictions. According to past paper review, the ARIMA model, because it has multiple adjusted 
parameters, can be more accurate to do the factual variables, and therefore has higher outstanding 
predictive performance, and it can be applied to a variety of different industry data applications, such 
as carbon reduction analysis [35], multiple QoS prediction [36], prediction of daily and monthly 
average global solar radiation [37] and predication of the indices of the consumer price index and the 
expected number of cancer patients [22]. From the aforementioned study of Hadwan et al., [22], we 
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found that ARIMA is applicable in the medical industry, so that the ARIMA model was selected to be 
used into the constructed structural model of this study to predict COVID-19-related epidemic 
indicator data. The ARIMA model is a widely used statistical method for time series forecasting, 
particularly effective for analysing and predicting data with temporal dependencies. It consists of 
three main components: the auto-regressive (AR) term, which represents the relationship between 
a value and its previous values, with p indicating the number of lagged observations included in the 
model; the integrated (I) term, which applies differencing to make the time series stationary, with d 
representing the number of differencing operations; and the moving average (MA) term, which 
captures the dependency between an observation and the residual errors from past observations, 
with q specifying the number of lagged error terms [38]. In this model algorithm, the ARIMA Eq. (1) 
is formatted and represented as follows; in ARIMA (p, d, q), AR is the above self-regression, p is the 
number of auto regression items, MA is the aforementioned moving average, q is the number of 
moving average terms, d is the differential times (order number) for stationary series, L is the lag 
operator, and it is d > 0 [39]. 
 

(1 + ∑ 𝜃𝑖𝐿𝑖𝑞
𝑖=1 )𝜀𝑡 = (1 − ∑ ∅𝑖

𝑝
𝑖=1 𝐿𝑖) (1 − 𝐿)𝑑𝑋𝑡.          (1) 

 
3. The Proposed Model  
3.1 Research Method and the Data Used 

 
Based on the above clear descriptions, this study aims to overcome the major problems faced 

above by proposing three methods of related time-series models (i.e., AR(p), MA(q), and ARIMA(p, 
d, q)) and 12 machine learning techniques (including GP, LR, MLP, SMO-R, Bagging, DT, M5-R, DS, 
M5P, RF, RT and REP-T), in order to find out a forecasting model suitable for the confirmation cases 
data from different countries COVID-19 epidemic [21]. They are selected by this study as effective 
techniques of time-series forecasting models, because they have been found to have excellent 
performance and important research trends from past studies [20-22]. Furthermore, this study 
collects and uses the confirmed cases data of "different years 2020–2022" all over the world for 
various experimental datasets, which are divided into different subset data, and then separately 
evaluate the technical benefits of the proposed model in various sub-datasets under the effective 
evaluation standard MAPE for time-series data [40]. Importantly and interestingly, this study should 
be a pioneering and innovative topic on “field application analysis” and a new attempt on a newer 
model combination on a relatively new field of COVID-19 epidemiological data when compared with 
the existing researches. Therefore, this study has contributed to a certain extent innovative topic, 
model combination innovation, and application innovation in the topics of public health field.  
 
3.2 Research Processes of the Proposed Model 

 
The proposed model has the four main stages: 

 
i. Pre-processing 
ii. Modelling 

iii. Forecasting 
iv. Evaluating 
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The following statements briefly describes the four prediction processing stages for the technique 
combinations of some advanced forecasting models, describing the processing flow and algorithms 
of these predictive models for COVID-19 challenge, respectively, as follows: 

 
i. Stage 1 - The Pre-processing Stage: This phase consists of the following three sub-stages.  

 Stage 1-1: Select the subject and object data first on COVID-19 issue; 

 Stage 1-2: Collect data related to the COVID-19 epidemic indicator (confirmed cases) in 2020–
2022 into different sub-experimental datasets; 

 Stage 1-3: Sort out the sub-experimental indicator data into CSV format to facilitate the 
experiments. 
 

ii. Stage 2 - The Construction of Predictive Model Stage: There are two sub-stages to construct a 
predictive model.  

 Stage 2-1: Select the organized forecasting methods from the three ARIMA-based models and 
12 machine learning techniques as the proposed model, respectively; 

 Stage 2-2: Build the prediction model for finding out the best parameter combination. 
 

iii. Stage 3 - The Creation of a Predictive Value Stage: This stage has two sub-stages.  

 Stage 3-1: Mainly input the actual epidemic indicator (confirmed cases) data into the predictive 
model 

 Stage 3-2: To further generate the next value of epidemic prediction data, which can be later 
compared and analysed with the actual value helpful to the subsequent performance 
comparison. 
 

iv. Stage 4 - The Performance Assessment Stage: It consists of three sub-stages.  

 Stage 4-1: Calculate the evaluation indicator MAPE to make a comparison of experimental 
results and error analysis; 

 Stage 4-2: Conducting in-depth assessments with a post hoc test. 

 Stage 4-3: Do a main conclusion from empirical results. 
 
4. Results and Discussion 
4.1 Empirical Results of the Proposed Model 

 
Accordingly, we followed several different COVID-19 sub-datasets in practice collected from the 

public website, with the first period of data scheduled for 2020–2022, and the main prediction 
feature is the related confirmation cases of countries; thus, the dataset actually includes instances 
from some original data from global countries and other areas or special districts. Afterwards, we 
then practically implement the proposed model with these collected datasets. Initially, just from the 
empirical results of reporting statistical data first in the descriptive statistics, we have three key points 
to define an important research outcome: 
 

i. We first identify the top 10 countries or districts of the most severity for the confirmation 
cases by the day of December 31, 2022, and there are United States of America (USA), China, 
India, France, Germany, Brazil, Japan, Republic of Korea, Italy and The United Kingdom. 

 
 



Journal of Advanced Research Design 

Volume 137 Issue 1 (2026) 33-46  

40 

ii. Regarding the accumulative confirmation case rate, the top 10 countries, areas, or collectivity 
territorial unique are San Marino (69.76%), Faroe Islands (65.06%), Austria (64.82%), Slovenia 
(62.41%), Gibraltar (62.41%), Martinique (62.33%), Brunei Darussalam (61.17%), Andorra 
(59.75%), Jersey (59.38%) and France (59.37%). 

iii. In particular, we are specifically based on the better MAPE of evaluation standard to show the 
top 10 countries or districts, they are USA, China, India, France, Germany, Brazil, Japan, 
Republic of Korea, Italy and The United Kingdom. 

 
Furthermore, through the implementing process of “The proposed model” with the collected 

datasets, different research results were obtained from the different datasets. We summarize and 
consolidate all outcomes of the given data derived from the experimental results into two parts: 
 

i. One is to show the empirical results of the experiments for the cases of the highlighted 
importance of parts recorded by the three ARIMA-based models. 

ii. Another is the results obtained from using the implementation of 12 supervised predictive 
algorithms from machine learning techniques in detail described in Section 1. 

 
For the case of USA, the related information for empirical results of the three ARIMA-based 

models is determined. Figure 1 shows The line chart of the confirmation cases of COVID-19 data. 
 

 
Fig. 1. The line chart of the confirmation cases of COVID-19 data for USA 

 

Table 3 lists Parameters of ARIMA model for the confirmation cases to the most severities of 
countries.  
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Table 3 
Parameters of ARIMA model for the confirmation cases to the most severities of countries 
                        ARIMA 
Country 

Type of best model Lagging periods of AR Lagging periods of MA 

Brazil ARIMA(7,1,6) 3 & 7 periods 1 & 2 & 3 & 5 & 6 periods 
China ARIMA(0,1,7) - 1 & 2 & 3 & 4 & 5 & 7 periods 
France ARIMA(7,1,11) 3 & 5 & 7 periods 1 & 11 periods 
Germany ARIMA(3,0,8) 1 & 2 & 3 periods 1 & 2 & 6 & 7 & 8 periods 
India ARIMA(0,1,8) - 1 & 3 & 7 & 8 periods 
Indonesia ARIMA(0,1,14) - 1 & 2 & 4 & 6 & 7 & 14 periods 
Italy ARIMA(0,1,18) - 1 & 5 & 6 & 7 & 8 & 9 & 18 periods 
Japan ARIMA(0,1,14) - 1 & 3 & 7 & 8 & 14 periods 
Mexico ARIMA(0,1,7) - 1 & 2 & 5 & 7 periods 
Peru ARIMA(0,1,14) - 1 & 2 & 6 & 7 & 9 & 14 periods 
Republic of Korea ARIMA(0,1,7) - 1 & 2 & 4 & 5 & 7 periods 
Russian Federation ARIMA(0,1,8) - 1 & 2 & 3 & 4 & 6 & 7 & 8 periods 
UK ARIMA(0,1,7) - 1 & 3 & 5 & 6 & 7 periods 
USA ARIMA(0,1,8) - 1 & 7 & 8 periods 

 
Table 4 lists statistical information of ARIMA model for the confirmation cases to the top most 

severities of countries.  
 

Table 4 
Statistical information of ARIMA model for the confirmation cases 
to the most severities of countries 
                            ARIMA 
Country 

MAPE 
 

Statistical data 
 

DF 
 

Significance 
 

Brazil 34.774 56.148 11 0.000*** 
China 263.194 56.798 12 0.000*** 
France 46.710 26.287 13 0.016** 
Germany 64.031 824.237 10 0.000*** 
India 18.640 340.589 14 0.000*** 
Indonesia 20.218 115.671 12 0.000*** 
Italy 51.002 466.377 11 0.000*** 
Japan 320.583 80.985 13 0.000*** 
Mexico 37.904 906.931 14 0.000*** 
Peru 36.532 91.008 12 0.000*** 
Republic of Korea 173.192 413.169 13 0.000*** 
Russian Federation 6.274 456.590 11 0.000*** 
UK 15.872 386.557 13 0.000*** 
USA 33.820 565.078 15 0.000*** 

Note: *, **, and *** refer to different significance levels for 0.1, 0.05 
and 0.01, respectively 

 
Regarding the analysis results of Table 3, four directions are defined. First, from Table 3, it is clear 

that the best parameters of ARIMA (p, d, q) model are achieved, and the lagging periods of AR(p) and 
MA(q) are also identified. Second, the best parameters can have seven combinations, ARIMA (7,1,6) 
for Brazil, ARIMA (0,1,7) for China, Mexico, Republic of Korea and UK, ARIMA (7,1,11) for France, 
ARIMA (3,0,8) for Germany, ARIMA (0,1,8) for India, Russian Federation and USA, ARIMA (0,1,14) for 
Indonesia, Japan and Peru, and ARIMA (0,1,18) for Italy. Third, it is found that only three countries 
(Brazil, France and Germany) have lagging periods for AR model. Fourth, for MA model, every country 
has different lagging periods, and all logging periods are different. As for Table 4, three key points are 
defined. First, different significance levels are determined, and the lowest MAPE 6.274 on Russian 
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Federation is defined. The lowest MAPE value indicates a more accurate prediction; that is, for the 
data of Russian Federation, it is better suitable for using the proposed model as a predictive method 
to COVID-19 data. Second, for all countries, all they have statistical significance with different 
significance levels. Finally, the top five lowest MAPE is 6.274 (Russian Federation), 15.872 (UK), 
18.640 (India), 20.218 (Indonesia) and 33.820 (USA). 

For the empirical results of machine learning techniques, Table 5 shows their information for the 
top three good performance to the most severities of countries for COVID-19, respectively. From 
Table 5, it is clear that the RF and RT techniques of machine learning models in order have the top 
two best performance, and they have an outstanding quality than the other listed models. 
 

Table 5 
The top three machine learning techniques for the confirmation cases to the most severities 
of countries 
                   ARIMA 
Country 

GP LR MLP SMO-R Bagging DT M5-R DS M5P RF RT REP-T 

Brazil     V     V V  
China         V V V  
France         V  V V 
Germany    V      V V  
India    V  V    V   
Indonesia         V V V  
Italy   V       V V  
Japan    V      V V  
Mexico       V   V V  
Peru     V     V V  
Republic of Korea     V     V V  
Russian Federation     V     V V  
UK   V       V V  
USA         V V V  
Count 0 0 2 3 4 1 1 0 4 13 13 1 

 
Based on the above empirical results, the propose model in the study has a good prediction 

performance with a lower error rate MAPE with a better parameter setting in the COVID-19 public 
health dataset, to find out a suitable model under different conditions of country contexts, which 
also demonstrates the acceptable performance of this prediction model from a variety of evaluation 
standard with machine learning techniques. 
 
4.2 The Developments and Applications of this Study 

 
In summary, this study has concreted value and impact on the academic and practical applications 

for further addressing COVID-19 epidemic indicator (confirmation cases) data from perspectives of 
intelligent forecasting techniques, and it is expected to pace a small step to the benefits of the study 
to handle the data analysis for prediction model of epidemiological indicators; therefore, it should 
contribute considerably to the industrial development and academic research of application fields. 
The overall contribution and importance of this study are subdivided into four main results of 
directions for a variety of categories: 
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i. For the total empirical results: Totally, eight core benefits are determined from the proposed 
model: 

 The best parameters of AR(p), MA(q), and ARIMA (p, d, q) models are identified.  

 For ARIMA (p, d, q), seven combinations of the best parameters are also defined. 

 For AR model, only three countries need lagging periods. 

 For MA model, different countries have different lagging periods. 

 For ARIMA model, the lowest MAPE 6.274 on Russian Federation is also identified. 

 The proposed model is particularly suitable for the data of Russian Federation. 

 All countries have statistical significance with different levels. 

 The countries of Russian Federation, UK, India, Indonesia, and USA have the top five lowest 
MAPE orderly.  Moreover, it is found that different predictive techniques for the same country’s 
epidemic data have different prediction error rates; thus, different COVID-19 data of different 
countries needs different forecasting methods. Importantly, it is a good issue to differentiate 
from the existing works, the study highlights an excellent organization method for three 
ARIMA-based time-series models and 12 machine learning techniques for addressing a COVID-
19 data application. Clearly, this study has a clear contribution of a technical and applicable 
innovation on benefiting COVID-19 data fields. 
 

ii. For academic value: The study proposes and combines some intelligent forecasting models to 
provide forecasting needs of data for focusing COVID-19-related epidemics. This study had a 
combination benefit of time-series forecasting models for epidemic data analyses, which is a 
relatively new attempt from the limited literature review; thus, this study is somewhat 
innovative in the application of methodology, and the empirical results are worth a try and 
expectation for pacing a small academic milestone. 

iii. For practical development: This study is intended to use COVID-19-related epidemic indicator 
(confirmation cases) data as an experimental object, and it is aimed to combine some predictive 
models with the data analysis of different countries' epidemiological backgrounds, assuming 
that a number of experimental data sets can be collected in a timely manner in order to increase 
the prediction and transparency of the epidemiology indicator data of COVID-19 and reduce 
the impact degree for the waste of national resources caused by the decision-making error in 
the predictions of COVID-19 related to the epidemic data application. 

iv. For public health applications: Some predictive models and the public health application cases 
for this data analysis of COVID-19-related epidemic indicator can be applied to different 
industry sectors and different applied fields or similar situation practices in different countries, 
serving as an excellent reference tool when facing prediction problems at different levels in 
similar industries or across industries. 

 
5. Conclusions 

 
This study mainly develops a variety of different time-series forecasting models and machine 

learning techniques for the COVID-19 data actually collected from different countries. This study is 
mainly focused on the establishment of the enhanced version of the proposed model, followed by an 
explanation of its data analysis results and discussions. The specific contribution to implement the 
use of integrated  techniques in the study can be divided into several aspects, as follows:  
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i. Establish a variety of intelligent time-series forecasting models and machine learning 
techniques to execute predictions of COVID-19-related outbreak data as a helpful reference 
base for predicting future outbreak indicator, and it is possible to derivatively forecast other 
industry applications or industry needs to other countries around the world in the future. 

ii. Provide an objective model assessment method to validate the corresponding performance 
differences, thereby enhancing the performance of intelligent forecasting models.  

iii. Provide an objective evaluation standard for assessing the performance of predictions for 
COVID-19-related outbreak indicator data from different countries. 

iv. Provide an intelligent forecasting model that applies COVID-19-related outbreak indicator 
data as a tool for mining this forecasting knowledge for different interest considerations for 
the interested parties. 

 
Until now, the study has completed the empirical experiments of models in using the practical 

COVID-19 data evaluation experiments, and the study results for data analysis have showed that the 
proposed model has an acceptable performance. Although the study has a good empirical result, it 
has still a room to further improve the quality of the proposed model. Thus, there are two core ways 
to further well do it in the future research. First, it is expected that more different models, such as 
Generalized Method of Moments (GMM) model [41], and more other machine learning algorithms 
[42,43] or a typical model of systematic review and meta-analysis [44,45] is more smoothly carried 
out, and better research results can be achieved. Second, it is also hoped and then searched to 
analyse from multi-perspectives of different time-series forecasting models, such as deep 
multivariate time-series forecasting [46] and fuzzy time-series forecasting model [47] for further 
addressing different time interval datasets. 
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