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Ensuring the precision and efficiency of quality control processes in the aerospace 
manufacturing industry is critical to remain competitive. This paper presents an 
advanced approach to address the challenge of identifying and categorising similar 
aerospace components quality effectively using Artificial Intelligence’s computer vision 
and convolutional neural network’s deep learning technique to resolve the issue of parts 
misclassification. Specifically, in the development of a comprehensive database for 
object detection using Phyton programming and tailored to the unique requirements of 
the aerospace industry under study. The methodology involved collecting a diverse 
dataset comprising 50 images per class, annotated with bounding boxes and class labels, 
covering a pilot of D232B and D233B machining parts. The dataset is partitioned into 
training, validation, and test sets to facilitate the model training and evaluation. 
Furthermore, tools for managing and accessing the dataset were introduced, including 
the interface for image labelling. Leveraging on TensorFlow, the effectiveness of this 
approach was able to be tested in training the part detection model with 94% accuracy 
for part D233B and 97% accuracy for part D232B, showcasing its suitability for real-world 
aerospace manufacturing quality inspection applications. Overall, this project 
represents a significant advancement in improving quality inspection process in the 
aerospace industry, offering a valuable approach for enhancing efficiency and accuracy 
in component identification. 
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1. Introduction 
 

The manufacturing industry has experienced significant evolution throughout the last century. 
The Six Sigma, Lean, and Agile manufacturing approaches have been instrumental in driving increased 
productivity and cost reduction. Paradigms like Industry 4.0 (IR 4.0), Cyber-Physical Systems, and 
Smart Manufacturing (SM) have more recently ushered in an era of interconnected shop floor 
environments, leveraging advancements in robotics and automation. Thus, these manufacturing 
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businesses are forced to rethink, re-examine, and re-evaluate their current operations and future 
strategic directions in the new era of SM and IR 4.0 [1]. SM is a technologically advanced method that 
makes use of new hardware designs and Internet-connected machinery to monitor production 
processes, increase flexibility, and assist employees in their day-to-day tasks through creative human-
computer interaction [2]. SM uses IR 4.0 technologies such as collaborative robots, internet of things 
(IoT), data analytics, augmented reality and artificial intelligence (AI). Helu et al., [3] described the 
concept of SM to encompass manufacturing systems that integrate advanced manufacturing 
capabilities and digital technologies across the entire product lifecycle which exhibit enhancements 
in various aspects, i.e. Inter-system communication via network connectivity, gathering and 
utilisation of operational data, facilitation of decision-making processes, and enhanced adaptability 
to accommodate the use of advanced materials. 

In the aerospace manufacturing industry, there is a challenge related to the identification and 
sorting of aircraft components, specifically the wing parts. The manufacturing process involves the 
creation of parts based on provided drawings. However, since the parts consist of both left and right 
sides that have similar appearances but different shapes, it becomes essential to label them correctly 
to avoid mistakes. As a result, the quality control team must refer back to the drawings to find the 
part numbers and analyze each part to determine its correct side. This process is time-consuming 
and prone to errors. Failing to address this problem can lead to incorrect parts being released to 
customers, compromising the overall quality and reliability of the aerospace products. Therefore, the 
aim of this project is to create a model for effectively identifying and classifying similar aerospace 
components' quality. This will be achieved through the utilization of artificial intelligence's computer 
vision and deep learning techniques, specifically convolutional neural networks. Hence, the efficiency 
and accuracy in part recognition and quality control processes for the aerospace manufacturing 
under study will be enhanced by leveraging computer vision technology and machine learning 
algorithms.  

 
2. Convolutional Neural Networks 

 
AI has shown tremendous promise in recent years, particularly in machine learning (ML), Pattern 

Recognition (PR) and Deep Learning (DL) to revolutionise the manufacturing industries by providing 
sophisticated analytics tools to handle the massive volumes of manufacturing data generated, or "Big 
Data."[4]. Balamurugan et al., [5] evaluated the AI applications in various industries and discovered 
AI technologies including sensors, robots, and machine learnings contribute to enhancing both 
product quality and production flexibility. This data-driven approach is increasingly popular to replace 
the manual visual inspection task. The goal of PR is to identify and extract patterns from the input 
data in order to find recognisable patterns of the data. As such, sensors are used to gather huge 
amount of data for PR system to analyse and used to accomplish certain tasks [6]. ML uses two 
different PR approaches; the pixel-based using the pixel values of an image and feature-based where 
only a certain relevant characteristic of the image is extracted to design and train the inspection 
machine [7].  

A more advanced PR technique is the DL which allows the machine to learn abstract features of 
an image automatically through various technologies such as convolutional neural network (CNN). 
The CNN is a type of neural network that can find important details in information using special 
patterns called convolutions. Unlike ML’s feature extraction method, CNN uses visual perception 
which provides advantages such as effectiveness in focusing just on the important image parameters, 
which reduces the amount of data retention [8,9]. Hafizh et al., [10] summarized various studies 
regarding the wide applications of CNN for the inspection of manufacturing parts with high 
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classification and accuracy rates making CNN a popular computer vision method used for image 
classification and defect detection. Such CNN applications include inspection of metal additives 
manufacturing parts [11], metal casting parts for defect inspection [12] and aluminium part 
inspection for robotic arc welding [13]. Further, a most recent study using CNN was conducted by 
Elvitaria et al., [14] for the batik industry on pattern classification.  

In the manufacturing system, the inspection process is a crucial decision-making process where 
the operator, or decision maker, uses probabilistic reasoning involving precision, validity, reliability, 
versatility and rapidity to decide whether to accept or reject the product at each stage [15]. Visual 
inspection is a crucial kind of quality control in manufacturing where the inspector performs an 
evaluation on the product by sight at various stages to determine if it is ready to proceed to the next 
step. Wang and Drury [16] broke down the visual inspection process into distinct sequential tasks, 
which include positioning of the item, scrutinizing the item, identifying defect, categorizing the 
defect, decision making on the item, releasing the item and documenting pertinent information 
regarding the item. Therefore, the process of inspection requires significant human intelligence 
through cognitive effort, meticulous attention to detail, swift decision making, effective 
communication, and utilization of both short-term and long-term memory [17]. Image-based quality 
inspection techniques for defect detection in manufactured goods have been used in a number of 
works. As an example, Sundaram and Zeid [18] used the term smart quality inspection by applying AI 
through DL to replace the manual visual inspection of a casting manufacturing process with 99.86% 
model accuracy.  

Despite the transformative potential of these approaches, smaller enterprises, particularly Small 
and Medium-sized Enterprises (SMEs), often encounter obstacles to adopt these technologies to 
their Quality Management System (QMS). SMEs struggle with implementing comprehensive QMS 
due to several factors: insufficient awareness regarding the significance of QM, limited resources, 
and a lack of tailored standards for SMEs [19]. In addition, many companies are still unwilling to make 
the move as they are concerned about the high cost and unclear benefits. The aerospace 
manufacturing industry in this case study is in the central region in Malaysia and plays a significant 
role in the global market due to the increasing demand for airplane parts. However, the industry still 
relies on traditional processes, lagging from the global trend of IR 4.0 including the labor-dependent 
quality inspection task. The current manual quality inspection process of similar machining parts 
causes misclassification issues resulting with customer complaints and returned parts. While prior 
studies have employed the CNN models to identify flaws in industrial products [20], less focus is being 
given on the recognition of similar machining parts. Hence, this study employs the CNN approach to 
be used on the quality inspection of similar machining parts for automatic part recognition. 

 
3. Methodology 

 
For effective implementation, a comprehensive database is required for the CNN model training, 

enabling it to recognize and analyze parts accurately [21,22]. Hence, to develop a CNN model for this 
study requires the use of industrial camera, Python programming language and TensorFlow, the 
open-source machine learning framework as the fundamental for the object detection system. 
Python, being a versatile and widely used programming language, serves as the primary platform for 
writing code for CNNs. Its simplicity and extensive libraries make it an ideal choice for prototyping 
and implementing neural network architectures like CNNs. Python's intuitive syntax facilitates easier 
development and debugging processes, allowing researchers and developers to focus more on the 
design and experimentation of CNN models rather than wrestling with complex programming 
constructs.  
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Meanwhile, TensorFlow is an open-source machine learning framework developed by Google, 
plays a pivotal role in the practical application and training of CNNs. TensorFlow provides a rich set 
of tools and functionalities specifically tailored for building and training deep learning models, 
including CNN. Thus, it can simplify the process of constructing convolutional layers, defining network 
architectures, and training models efficiently. Additionally, TensorFlow offers seamless integration 
and enables faster computation and scaling of CNN models to handle large datasets and complex 
tasks. The combination of Python's ease of use and TensorFlow's powerful capabilities empowers 
researchers and practitioners to harness the potential of CNN for a wide range of applications, from 
image recognition and natural language processing. Furthermore, Google Colab GPU is used for the 
model training. Thus, this set-up offers a promising solution for defect detection, allowing for quicker 
identification and rework of faulty parts. Figure 1 provides the flow of the methodology employed in 
the development of the smart quality inspection system for the defect detection of similar industrial 
machining parts. 

 
Fig. 1. Process flow for the development of the defect detection system 

 
3.1 The Data Set 

 
A total of 10 pairs of products were provided by the aerospace company to be used to train the 

system. These products consist of symmetrical parts having similar characteristics but used in the 
different sides of the aerospace manufacturing. Thus, the focus is to train the system to be able to 
accurately recognize these similar parts and detect any defects during the quality inspection. Figure 
2 shows an example of a pair of parts; D232B and D233B, demonstrating how similar these parts 
appeared to be to the untrained eyes. 
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Fig. 2. The similarities between Part D232B and Part D233B 

 
3.2 Phyton Coding 

 
Phyton programming language is used to create the new virtual environment for the object 

imaging. A clone code was obtained from GitHub, a model training site used as a collaborative 
platform for software developers. This cloned code was then isolated using Phyton coding to avoid 
any conflicts with other libraries. Figure 3 shows an example of the Phyton cloning code. 

 

 
Fig. 3. The phyton programming language cloning code 

 
Next, a Phyton code was created to activate the virtual environment. Further, an OpenCV, which 

is an open-sourced computer vision and machine learning software library was installed to provide a 
common infrastructure for the computer vision applications and to accelerate the use of machine 
vision. Figure 4 provides some of the code for the OpenCV installation. 

 

 
Fig. 4. The OpenCV software library Installation 
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3.3 Image Labelling and Training 
 
Further, image labelling was done using a cloned code from GitHub link. Image labelling is 

required to limit the image processing and guide the system to only to focus on the important 
parameters. Figure 5 shows the excerpt of the code to clone the image labelling. 

 

 
Fig. 5. The code for cloning image labelling 

 
All the images captured were coded and listed at the save file location. All the files were then 

tested on the functionality of the labelling window. Next, a rectangle box was drawn on every image 
for the purpose of the training system to focus only on the image inside the rectangle box when the 
system was initiated. It is also important to limit the system to learn and differentiate the part’s image 
from the background and the environment. Figure 6 shows the labelling set-up for the D233B model. 

 

 
Fig. 6. The labelling and training for Part D233B 

 
3.4 Object Detection Model 

 
TensorFlow is an open-source machine learning framework developed by Google. It includes the 

Object Detection API, which allows you to train your own object detection models using a variety of 
techniques (such as transfer learning) and architectures (such as SSD and Faster R-CNN). The second-
generation Google Brain system is called TensorFlow. The 1.0.0 version was made available on 
February 11, 2017. TensorFlow can run on several CPUs and GPUs, unlike the reference 
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implementation, which only utilises a single device (with optional CUDA and SYCL extensions for 
general-purpose computing on graphics processing units). On 64-bit Linux, macOS, Windows, and 
mobile operating systems like Android and iOS, TensorFlow is accessible. Because of its adaptable 
design, computing is easily deployed across a range of platforms (CPUs, GPUs and TPUs), from 
desktop computers to server clusters to mobile and edge devices.  

Stateful dataflow graphs are used to represent TensorFlow calculations. The actions that these 
neural networks carry out on multidimensional data arrays, known as tensors, are where the term 
TensorFlow originates. 

 
4. Results and Discussion 

 
The bounding box allows the system to focus on the object to be detected for the purpose of 

making an analysis and decision making. To assess the model's performance on a test set of photos, 
measures like average precision and mean average precision may be used [23]. These metrics assess 
the model's object detection precision and may be used to assess how well various models perform. 
As presented in Figure 7, in the case of the similar machining parts quality inspection, the system is 
now trained to differentiate between part D233B and D232B with 94% and 97% accuracy, 
respectively. 

 
Objectives / Criteria Output / Results 

To detect the difference between the  
following almost similar parts:  

 D232B  

 D233B  
 
Background colour: WHITE  

 
 
 
 
 
 
 

 

 
Fig. 7. The results of the trained D233B and D232B Parts 

 
When the system fails to identify the similarity of the datasets, it will be counted as a loss. The 

loss functions can be categorized into the classification loss and localization loss. The former is 
applied to train the classify and determine the type of target object, and the latter is used to train 
and regress the rectangular box to locate the target object. Classification loss occurs when the system 
is not able to detect and classify the object into the correct dataset. Localization loss occurs when 
the system fails to detect the object due to a certain confusion factor. The confusion factor matrix is 
shown in Table 1. 
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Table 1  
Localization loss confusion matrix 
True Positive 
Object is in the box 
System detects object 
Label and bounding box  
appeared on object 

False Positive 
Object is not in the box 
System detects object 
Label and bounding box appeared  
even without object 

True Negative 
Object not in the box 
System fails to detect object 
Label and bounding box do not appear 

False Negative 
Object is in the box 
System fails to detects object 
Label and bounding box do not appear 

 
Total loss is the sum of classification loss and localization loss. Figure 8a, 8b and 8c shows the 

classification loss, localization loss and total loss when performing object detection using the 
TensorFlow system. 

 

            

 
Fig. 8. (a) Classification Loss (b) Localization Loss (c) Total Loss 

 
The TensorFlow results in Figure 8a show a peak at the 600 training steps and lowering down at 

1.8K training steps to stabilize at the 0.06% classification loss. As for the localization loss in Figure 8b, 
TensorFlow’s highest peak is at 500 training steps. However, the loss occurrence is nearly 0% after 
reaching 1.8K training steps. Thus, TensorFlow system can show the true positive and true negative 
localization loss. In addition, the total loss for the system approaches 0% at 1.8K training steps. 

 
 
 
 

(a) (b) 

(c) 
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5. Conclusions  
 
This paper proposes a method to develop a manufacturing database for similar aerospace part 

recognition in an automated quality inspection process. The CNN model which is one of AI deep 
learning architecture with Phyton as the programming language and TensorFlow as the CNN’s 
framework has proven to be able to provide a very high accuracy detection for similar parts D233B 
at 94% accuracy and part D232B at 97% accuracy. Moreover, the classification loss and the 
localization loss were able to be reduced to 0.06% and 0%, respectively at 1.8K training steps. With 
the use of AI, the quality control team of the company are now able to improve the effectiveness of 
the quality inspection tasks and resolve the issues with human error due to parts misclassification of 
parts. To further improve the detection accuracy in the real setting, the current issue with the 
luminous element will have to be further improved by designing an enclosure box to place the part 
to be inspected and ensure a controlled lighting environment. In addition, a user-friendly interface 
will also need to be designed for the quality control inspector’s ease-of-use. 
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