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Diabetes is a chronic disease that causes various damages to the human body, making 
early detection crucial. Hence, to address this issue, the current study utilizes hybrid 
convolutional long-short term memory (Conv-LSTM) Network which help to detect and 
classify diabetes at the early stages. The proposed Conv-LSTM enhances the model’s 
prediction by allowing CNN for spatial extraction of feature and LSTM for temporal 
extraction of feature from the input data. The proposed approach is applied to BRFSS 
dataset through the implementation of a computerized system for early identification 
of diabetes. The data gathered from the BRFSS dataset undergoes pre-processing step 
to ensure that it is suitable for further processing. The pre-processed data is then fed 
into the Conv-LSTM model which is trained to identify diabetes based on the risk factor. 
The efficacy of the proposed CGRU framework has been proven by validating the 
experimental findings with the existing state-of-the-art approaches. Compared to 
existing methods like machine learning, the proposed framework exhibited better 
performance. This demonstrates the efficacy of the Conv-LSTM architecture for 
diabetes prediction achieving high accuracy rate of 98.5%. The approach successfully 
identifies people who are at high risk of acquiring diabetes and achieves high accuracy 
in early diabetes detection, allowing for prompt intervention and individualized 
healthcare treatment.  
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1. Introduction 
 

Diabetes is one of the most prevalent and deadly chronic diseases that can cause several 
complications if left untreated or misdiagnosed [1]. As per the report of “International Diabetes 
Federation” during the year 2019, 463 million people worldwide suffer from diabetes and it is 
estimated that by 2045, the number is most likely to hike to 700 million. Furthermore, the number 
of individuals at increased risk of developing diabetes is 374 million [2]. Diabetes occurs when the 
blood contains more glucose level than the normal range. It can cause major harm to the kidneys, 
nerves, eyes, heart and blood vessels if left undiagnosed and untreated. Untreated diabetic condition 
can lead to severe health complications such as kidney disease, nerve issues and heart problems [3]. 
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There are two different types of diabetes: “type 1” and “type 2”. Usually, type 1 diabetes affects 
young adults, primarily those under 30 [4]. Patients with type 1 diabetes mellitus experience a partial 
or complete loss of insulin. However, to date, there is still no effective method to prevent type 1 
diabetes mellitus. On the other hand, type-2 diabetes is not entirely curable and is more frequent 
among middle-aged and older adults. Insulin therapy is necessary for optimal medication of type 1 
diabetes. However, people with type-2 diabetes can live normal lives by managing their lifestyle and 
getting frequent checkups [5]. Individuals who have been suffering from diabetes for an extended 
period and have elevated blood sugar levels are at a greater risk of developing diabetic retinopathy 
[6]. Early detection and management of diabetes are essential to prevent blood sugar levels from 
rising to dangerous levels and causing serious complications [7]. Advanced computer methods are 
needed to quickly analyse different types of data, find hidden patterns and predict the risks and 
detect early signs of the disease accurately [8,9]. 

Numerous studies have examined diverse techniques to predict diabetes by examining large 
quantities of health records [10]. In recent times, various machine learning mechanisms like “Naïve 
Bayes, linear regression, support vector machines, artificial neural networks, decision trees and 
random forests” [11], have achieved improved accuracy in effectively predicting diabetes and 
identifying potentially related conditions. In recent years, deep learning techniques have emerged as 
a promising approach for predictive tasks in various domains. Deep learning (DL) model has been 
used in various domains like health care, agriculture, blockchain [12]. In this research, the DL 
algorithm is implemented to detect diabetic conditions. The first objective of the study is to compile 
a list of the primary factors responsible for causing diabetes and then prioritizing them from most 
significant to least significant. The second objective is to detect diabetic conditions according to the 
key factors identified. The key contributions of the research are mentioned as follows: 

 
i. Identification of High-Risk Factors: The key risk factors for predicting diabetes include factors 

like age, BMI, cholesterol, heart disease and physical activity. Early identification of these 
high-risk factors is critical for identifying diabetic condition and preventing its development 
to the next stage. 

ii. Hybrid Deep Learning Model: The novel approach, namely Conv-LSTM is proposed for early 
identification and detection of diabetes. The model incorporates both spatial and temporal 
correlations in medical data, providing a thorough knowledge of developing a model for 
disease prediction.  

iii. Improved Diagnostic Accuracy: Compared to conventional techniques, the proposed Conv-
LSTM method obtains higher accuracy in the early identification of diabetes. This 
development demonstrates the efficiency of hybrid deep learning framework in the field of 
healthcare analytics, particularly in assisting early identification of diabetes.  

 
The recent literatures on existing diabetes prediction model along with the identified problem is 

discussed in Section II, while Section III provides detailed explanation of the proposed Hybrid Conv-
LSTM mechanism for diabetes prediction. This is followed by the results and discussion in Section IV 
and finally, Section V concludes the research. 

 
2. Related Works  

 
Artificial intelligence (AI) and machine learning have demonstrated transformative potential 

across various fields for instance, AI enhances cultural heritage presentations through Batik pattern 
classification [13], supports holistic heritage retirement planning [14] and improves image quality 
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assessment [15]. In education, AI enhances usability in gamified programming courses [16] and 
student recommendation [17], powers personalized services such as E-Hala restaurant 
recommendations [18]. Additionally, AI-driven diabetes prediction and severity grading [19]  
contribute to the advancement of mobile health solutions. These studies highlight AI’s versatility in 
several fields including health care domain. Deep learning continues to drive advancements in AI by 
enabling more accurate predictions, improved pattern recognition and enhanced decision-making 
across multiple domains. Numerous studies have examined diverse techniques to forecast diabetes, 
highlighting the growing role of AI in enhancing predictive healthcare solutions.  

Ramesh et al., [20] proposed the approach on early identification of diabetes using machine 
learning approach. In order to optimize the hyperparameter for early detection and diagnosis of 
diabetes, the “Optimal Scrutiny Boosted Graph Convolutional LSTM” (O-SBGC-LSTM) is employed in 
this current study. The SBGC-LSTM is enhanced using the “Eurygaster Optimisation Algorithm” (EOA). 
The study offers temporal hierarchical structure which increases the top SBGC-LSTM's temporal 
responsive fields while lowering computation costs and improving the capacity to learn high-level 
semantic representations. The research obtains an accuracy just below 99.8% but is limited by 
insufficient computational technique, consequently making it more time consuming. Similarly, Qteat 
et al., [21] suggested a technique for diabetes classification utilizing hybrid model of PSO and multi-
layer perceptron neural network. The research used “DataPal” dataset to predict diabetes, where the 
dataset is applied to the machine learning technique to provide precise detection of diabetes. To 
diagnose the type of diabetes, the research uses 9 predictors across 314 instances involving females 
with diabetes. The KNN algorithm was employed to select the optimal features while SVM model was 
selected for diabetes prediction. The “Particle Swarm Optimization” was used to find the optimal 
solution and overall, the PSO-MLPNN was applied to pre-process the data. The model obtained an 
accuracy of 98.7%. However, the research is limited by the use of a small dataset and high 
computational time. In another research, Noviyanti et al., [22] used random forest algorithm for early 
detection of diabetes. The framework was implemented on PIMA Indian Diabetes dataset. Early 
identification of diabetes using the Random Forest algorithm achieved an accuracy of 87%. The 
research stated that random forest algorithm can enhance the performance of early diabetes 
prediction but the model is limited in performance when compared to other machine learning models 
including feature selection and data balancing. However, a major drawback of the study is the use of 
a limited dataset. From the review, it can be noted that prior studies on early diabetes detection and 
monitoring used different machine learning models and faced various limitations. These include 
insufficient computational approach, high processing time, limited datasets and also a lack of real 
time monitoring capabilities. Therefore, to overcome this limitation, this current research utilizes the 
hybrid Conv-LSTM to improve accuracy and enable early detection of diabetes.  

 
3. Hybrid Conv-LSTM for Early Detection of Diabetes and their Risk Factor  

 
The proposed Conv-LSTM model identifies the existence of diabetes by determining the risk 

factors. These factors are trained on the Conv-LSTM model to capture both the temporal and spatial 
and temporal patterns and classify the existence of diabetes. Figure 1 shows the workflow of the 
proposed Conv-LSTM model for detecting diabetes. 
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Fig. 1. Proposed hybrid Conv-LSTM for diabetes prediction 

 
3.1 Data Collection 

 
The Behavioural Risk Factor Surveillance System (BRFSS) dataset from the open source Kaggle 

database was used for diabetes prediction. A cleaned version of BRFSS 2015 survey comprising of 22 
characteristics and 253,680 items was gathered.  

 
3.2 Data Pre-Processing 

 
Data pre-processing plays a crucial role in cleaning, transforming and preparing raw data for 

further analysis. It is used in both data analysis and deep learning. Data pre-processing ensures data 
integrity by removing the duplicating values, imputing data and handling the missing values by using 
suitable techniques like mean or mode imputation or by converting continuous data into discrete 
data [23]. Moreover, the collected data will be converted into a suitable form that can be used for 
further analysis. Data cleaning is accomplished by addressing missing values and removing the 
duplicated values. Data normalization was employed to rescale the numerical characteristics of 
datasets to a standard range. Z-normalization and batch normalization were employed in this work. 
The feature vector is updated with a zero-mean and a variance of one using the Z-normalization 
approach [24]. The normalization layer in the batch normalization approach is defined as follows in 
Eq. (1) and Z-normalization was executed on the output of the preceding layer below: 
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�̌�𝑖 =
𝑧𝑖−𝛾𝑎

𝜎𝑎
                          (1) 

 
Where, "𝜎𝑎" represents the standard deviation of the current mini-batch and "𝛾𝑎" denotes its mean. 
Next, " 𝛾 " is used to shift the output values and the normalized value “�̌�𝑖” is obtained by subtracting 
the batch mean and dividing by the batch standard deviation.  

 
3.3 Hybrid Conv-LSTM for Feature Extraction and Classification 

 
Deep learning model could be more effective to extract the intricate feature from the 

unprocessed data and it is widely used in the classification process. In deep learning model, CNN is 
one of the important subsets which is highly useful for both feature extraction and classification. 
CNNs improve diabetes prediction and classification accuracy by gradually extracting local 
characteristics from inputs, which help with early diagnosis and efficient treatment of the condition. 
Figure 2 depicts a hybrid Conv-LSTM model architecture that combines the advantages of LSTMs for 
capturing temporal dependency with CNNs for extracting spatial feature [25]. 
 

 
Fig. 2. Architecture of hybrid CNN-LSTM 

 
3.3.1 Input layer 

 
The process starts with an input layer that takes the initial data which is then sent into the 

convolutional layers for the extraction of crucial spatial characteristics. The input layer ensures that 
the data is prepared correctly for the advanced feature extraction processes carried out by the 
upcoming convolutional layers. 
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3.3.2 Convolutional layer 
 
The data from the input layer is fed into the convolutional layer. To extract discrete elements and 

unique attributes from the data sequence, a one-dimensional filter is applied over the sensor signal 
in the context of this convolutional procedure. Considering a series of inputs, a convolutional layer's 
goal is to extract unique characteristics; characterized by Eq. (2): 

 

𝑎𝑧
𝑢,𝑥 = 𝜎(𝑞𝑥 + ∑ 𝑠𝑦

𝑥𝑌
𝑦=1 𝑔𝑧+𝑦−1

0,𝑥 )                (2) 

 
In Eq. (2) the index layer is denoted as “u”, the non-linear activation function is denoted as “𝜎” 

the bias term is represented as 𝑞𝑥 for the term “x” and the convolutional filter is represent as y. The 
weight of the feature map “x” is represented as 𝑠𝑦

𝑥 and y represents the feature index [26]. 

 
3.3.3 Max-pooling layer 

 
In the max-pooling layer, the feature maps generated by the convolution layer is down sampled, 

which reduces the computational complexity. Moreover, the max-pooling process develops a pooled 
outcome by dividing the input feature map into non-overlapping region and choosing the maximum 
value from each region. This helps in conserving important spatial information while reducing the 
spatial dimensions of the feature maps, making them more controllable for subsequent layers. In 
diabetes prediction, this helps to efficiently extract specific feature from the given input data. This 
improved feature contributes to the overall predictive accuracy of the CNN framework which helps 
in early detection of risk assessment of diabetes. 

 
3.3.4 Flatten layer 

 
The flatten layer is essential for transiting from the feature extraction stage to the sequence 

processing stage. Convolutional layers provide multi-dimensional feature maps that record the 
patterns and spatial properties found during convolution after processing the input data. However, 
these feature maps remain in a multi-dimensional format that is not immediately compatible with 
LSTM networks' sequential processing architecture. In order to solve this, the flatten layer turns these 
multi-dimensional feature maps into a vector that is only one dimension. To complete this procedure, 
every value from the feature maps must be assembled into a single, continuous linear array. By 
reshaping the data into a format that can be fed into the LSTM layers, this transformation ensures 
that the learnt spatial properties are preserved in the data [27].  

 
3.3.5 LSTM layer 

 
The one-dimensional vector from the Flatten layer is fed into the LSTM layer. Since the standard 

neural networks cannot recall previous data, they must begin learning from scratch every time. 
LSTMs incorporate a cell state, which serves as the network's memory and endures through each 
time step. LSTMs employ gates to manage information flow, keeping only pertinent data and 
eliminating unnecessary data. The “forget gate” chooses the data from the previous cell state to 
keep, while the “input gate” selects new data to enter. The “output gate” determines the hidden 
state of the next phase. To update the cell state, the new candidate values from the input gate are 
combined with the output of the forget gate, which selects the information to retain from the 
previous cell state. The new hidden state, which combines the prior hidden state with the current 
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input, is then computed using the updated cell state. This technique enables the LSTM to maintain 
long-term dependencies, which is crucial for accurately identifying diabetes based on historical 
health data. 

 
The following Eq. (3) to (8) explain how the cell state (𝐶𝑡) and hidden state (ℎ𝑡) are updated: 
 

i. Forget gate: Decide which information to discard from the cell state and Eq. (3) is used to 
calculate the forget gate: 

 
𝑓𝑡 = 𝜎(𝐴𝑓 . [ℎ

𝑡−1, 𝑥𝑡] + 𝑑𝑓)               (3) 

 
ii. Input Gate: Decide which information to store in the cell state. Eq. (4) and Eq. (5) are used to 

calculate the input gate: 
 

𝑖𝑡 = 𝜎(𝐴𝑓 . [ℎ
𝑡−1, 𝑥𝑡] + 𝑑𝑖)                (4) 

 
𝐶′𝑡 = tanh(𝐴𝑓 . [ℎ

𝑡−1, 𝑥𝑡] + 𝑑𝑐)               (5) 

 
iii. Cell State Update: Combine the previous cell state and new candidate values and calculated 

using Eq. (6): 
 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶
𝑡−1 + 𝑖𝑡 ∗ 𝐶′

𝑡                (6) 
 

iv. Output Gate: The next hidden state is determined by the updated cell state and it is calculated 
using Eq. (7): 

 
𝑂𝑡 = 𝜎(𝐴𝑓 . [ℎ

𝑡−1, 𝑥𝑡] + 𝑑𝑜)               (7) 

 
ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡)                (8) 

 
In the above Eq. (3) to (8) the sigmoid function is defined as “𝜎”, the hyperbolic tangent activation 

function is defined as tanh and the weight matrices is denoted as “A”, the bias term is denoted as 
“d”, the input of the time step is denoted as “𝑥𝑡”. Based on historical and sequential medical data, 
LSTMs are well-suited for diabetes categorization and early diagnosis because they can efficiently 
capture long-term dependencies in patient health records. 

 
3.3.6 Fully connected layer and drop out layer 

 
The dropout layer and fully connected layer are essential elements that improve the 

generalization and performance of deep learning-based diabetes prediction models. The fully 
connected layer, which is frequently located at the end of convolutional neural networks, allows 
information taken from earlier layers to be integrated and interpreted to provide final predictions. 
On the other hand, the dropout layer is a regularization method that randomly sets a portion of the 
input neurons to zero throughout each training cycle in order to prevent overfitting problem [28].  
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4. Result and Discussion  
 
The proposed model is implemented using python software in windows 10 platform. Various 

performance metrics like Accuracy, precision, recall, F1-score were used for the evaluation of the 
hybrid Conv-LSTM model's performance for the early detection of diabetes. The general health 
ratings by Heart Risk Status are shown in Figure 3.  

 

 
Fig. 3. Heart risk status 

 
 Figure 4 shows the scatter plot of age vs BMI with diabetes. This graph visually evaluates the link 

between age, BMI and diabetes in order to provide assistance for clinical studies by pointing out 
relevant patterns and correlations. 
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Fig. 4. Scatter plot of age vs BMI with diabetes 

 
Figure 5 shows the sample of different health-related data. Each one illustrating information on 

specific health aspects such as the distribution of age, sex, BMI, the number of smokers and non-
smokers and the percentage of fruits and vegetables consumed, physical health, mental health, 
education and income. These graphical representations aid in comprehending the distribution of data 
and demonstrating any relationships between variables. 

 



Journal of Advanced Research Design 

Volume 137 Issue 1 (2026) 136-150  

145 

 
Fig. 5. Scatter types of health-related data 

 
Figure 6 depicts a correlation matrix heatmap displaying the correlation coefficients among 

several factors. On the scale, which runs from -0.6 to 1.0, greater hues denote stronger positive or 
negative correlations. In the domains of statistics, data analysis and machine learning, this heatmap 
is highly beneficial for feature selection and understanding of data structures. 
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Fig. 6. Correlation matrix 

 
Figure 7 displays two plots with the training and validation metrics for a machine learning model 

across 30 epochs. For both datasets, both metrics show great accuracy; they initially rise rapidly, then 
level out at 0.99 and 0.98, respectively. 

 

 
Fig. 7. Training and validation metrics 
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Figure 8 confusion matrix shows 357 true negatives, 117 true positives, 10 false positives and 10 
false negatives, indicating the model's high accuracy in predicting diabetic and non-diabetic cases. 
The colour intensity represents the frequency of each outcome, with darker shades indicating higher 
counts. Figure 9 shows the Region of Convergence curve, demonstrating the efficacy of model with 
an accuracy of 98.5%. 

 

 
Fig. 8. Confusion matrix 

 
Fig. 9. ROC curve 

 
4.1 Performance Evaluation 

 
i. Accuracy: The percentage of accurate outcomes among all instances investigated is known as 

accuracy and it is calculated using Eq. (9): 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                (9) 

 
In this case, TP stands for “true positive”, TN for “true negative”, FP for “false positive” and FN for 
“false negative”. 
 

ii. Precision: Precision, which is computed using Eq. (10), is the percentage of positive findings 
that were properly identified.  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                  (10) 

 
iii. Recall: The percentage of true positive instances that were accurately detected is known as 

recall or sensitivity and it is calculated using Eq. (11): 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                         (11) 

 
iv. F1-Score: The F1-score, which can be computed using Eq. (12), is the harmonic mean of recall 

and accuracy: 
 

𝐹1𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                       (12) 
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Figure 10 shows the metrics by class, demonstrating the performance of two classes namely, class 
0 (Diabetes) and class 1 (No Diabetes). In both class 0 and class 1, the model achieved an accuracy of 
98.5%. For class 0, the precision, recall and F1-score were 97%, while for class 1, the precision, recall 
and F1-score were 95%. 

 

 
Fig. 10. Metrices by class 

 
The performance comparison of existing and proposed model is illustrated in Figure 11 and Table 

1. This shows that the proposed model has the higher accuracy of 98.5% compared to the neural 
network model which has lower accuracy of 82.4%. 
 

 
Fig. 11. Comparison of accuracy 
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Table 1 
Performance comparison 
Method Accuracy 

Neural Network [29]  82.4 
Random Forest [30]  86.8 
Logistic Regression [31]  96.02 
K-Nearest Neighbour [32] 98.3 
Proposed Conv-LSTM 98/5 

 
4.2 Discussion 

 
This study focuses on using a hybrid Conv-LSTM model to identify high-risk indicators and detect 

diabetes in its early stages. Diabetes is a chronic condition that requires accurate and timely diagnosis 
to prevent serious health complications. Conventional techniques for detecting diabetes sometimes 
entail laborious procedures and the manual extraction of features, which can be inaccurate and time-
consuming [33]. High-quality data preparation is crucial, particularly when using the data for 
predictions. This discovery has significant ramifications for how healthcare is practiced. Diabetes 
patients have a higher quality of life and a lower chance of serious consequences when their 
condition is detected early and treated promptly. A reliable and automated method for detecting 
people at risk of diabetes is provided by the Hybrid Conv-LSTM model, enabling early diagnosis and 
individualized treatment regimens [34]. Moreover, feature significance analysis will be carried out to 
pinpoint important predictors that lead to the onset of diabetes, offering important information for 
efforts in preventive healthcare. The framework's efficacy in identifying high-risk factors and 
detecting diabetes early will be rigorously assessed, including a comparison with current techniques. 
Ultimately, the suggested framework aims to promote improvements in personalized medicine and 
healthcare analytics, enabling proactive diabetes treatment and lowering the risk of complications 
for those who are at-risk. 

 
5. Conclusion  

 
Diabetes is a disease that affects millions of individuals globally and this study is crucial for 

enabling early-stage detection to improve health outcomes and prevent complications. With an 
accuracy of 98.5%, this study's hybrid Conv-LSTM model for diabetes early detection outperforms 
other techniques including neural networks, random forests, logistic regression and K-Nearest 
Neighbour. The hybrid Conv-LSTM model improved the precision and dependability of diabetes 
prediction by utilizing deep learning techniques, demonstrating its efficacy. The model architecture 
may be modified to forecast other chronic diseases, increasing its usefulness in a range of healthcare 
settings. With its scalable and flexible solution for early disease identification and management, this 
technique has the potential to completely transform the analysis of health data. The goal of future 
work will be to improve the model's generalizability with the addition of more varied datasets and 
real-time data from wearables and other Internet of things medical instruments. The goal of this 
expansion is to create a complete prediction tool that can handle a range of health concerns, which 
will ultimately lead to a proactive and more individualized approach to treatment. 
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