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Recommendation is a method that simplifies the user's decision-making process when 
faced with multiple options. Recommendation might also be put into practice for the 
choice of movies. Prior academics have extensively proposed recommendation models 
employing various data and methodologies. The presence of data in the process of 
modeling recommendations plays a crucial role in determining the choice of 
approaches. The data employed in this study pertains to specific movie items that will 
be recommended. Therefore, the chosen method for analysis is content-based 
filtering. Due to the presence of descriptions in the available features, the text mining 
strategy is employed using vectorization methods such as TF-IDF and CountVectorizer 
for analysis. This approach is capable of generating effective features for the 
recommendation model, in addition to other movie-related features. The 
experimental results demonstrated that TF-IDF achieved precision@k values that were 
0.6% superior to those of CountVectorizer for film type of show. Conversely, for 
television shows, CountVectorizer yielded 3.24% more accurate outcomes in providing 
relevant recommendations for the selected base movie. 
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1. Introduction 
 

Recommendation is a useful feature that offers consumers a favorable experience across a wide 
range of applications. Recommendations facilitate the user's decision-making process by aligning 
with their product preferences, thereby simplifying the selection process among an extensive variety 
of options. Users do not personally generate recommendations; rather, scientists have developed 
models utilizing precise algorithms. A movie recommendation is one example of a recommendation 
system. A movie recommendation aims to present a curated selection of films that share common 
characteristics, minimizing user confusion while making choices.  

Prior researchers, such as Pavita et. al., have conducted research on film recommendations. They 
utilized cosine similarity and incorporated sentiment prediction as supplementary features [1]. Hasan 
and Ferdous suggest a movie recommendation technique that involves converting the text into a 
numerical representation and utilizing cosine similarity to identify movies that are similar [2]. 
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Another group of researchers created a film recommendation algorithm that tackles the cold start 
problem by combining user similarity with weighted trust propagation [3]. Prior studies have put 
forth several recommendation algorithms for films, with some employing a cosine similarity 
technique that has demonstrated its ability to offer insights on similarities between two movies. The 
selection of data is dependent upon its availability and the desired objectives to be accomplished. 
The features utilized in constructing recommendation models are diverse, encompassing both 
numerical and occasionally textual data. Extracting meaningful features from text data has its own 
issues in the processing phase. Therefore, the paper proposes a recommendation model that uses 
data from film descriptions that have been processed using text mining with TF-IDF and 
CountVectorizer vectorization. The vectorization result is integrated with additional features, and 
cosine similarity will be computed.  

This paper is divided into five sections. The first section deals with the background of the 
development of the movie recommendation model, followed by an introduction to the 
recommendation problem in Section 2. Section 3 discusses the methodology carried out in this study, 
with the results and discussion described in Section 4. The end of this paper is closed with conclusions 
and references in Section 5 and Section References. 
 
2. Recommendation Problem  

 
The recommendation problem is a computational method that aims to offer customized 

suggestions based on the user's preferences and requirements. Prior knowledge of the reference is 
essential for providing a recommendation on an issue. The recommendation system is highly 
beneficial in managing the overwhelming amount of information present in the domains of e-
commerce, entertainment, and social media [4]. Recommendation systems have demonstrated their 
ability to expedite the growth of well-known worldwide enterprises such as Netflix, Spotify, and 
TikTok. Netflix utilizes data on viewing patterns and user behavior to provide personalized 
suggestions to those who exhibit similar tendencies. This technique has demonstrated its efficacy in 
providing consumers with film recommendations in a more comprehensive and extensive manner 
[5]. Spotify, an online music portal, employs a reinforcement learning approach to offer music 
recommendations that are highly pertinent to its customers [6]. Tiktok as a global reach social media 
also implement recommendation system, researchers at the company have developed Monolith; a 
Real Time Recommendation System With Collisionless Embedding Table. This system generates a list 
of video arrangements that enhance user experience when surfing the app [7].  

The field of recommendation system engineering has experienced significant advancements in 
recent times. Two commonly employed algorithms in various domains are content-based filtering 
and collaborative filtering. Content-based filtering uses item features to recommend items that are 
similar to what the user likes based on previous actions or explicit feedback [8]. A film 
recommendation, for example, will be based on attributes specific to the film, such as genre, actor 
or actress, and film topics. On the other hand, the collaborative filtering strategy chooses items by 
considering the correlation between users and their similar tastes [9].   

Collaborative filtering often involves two matrices: one representing the user's preferences for 
recommended items, and another providing the specific information about the items to be 
recommended. Collaborative filtering is feasible when there is access to both user preference data 
and the specific information about the item that is being recommended. Researchers often integrate 
multiple recommendation methods, such as collaborative and fuzzy expert systems, to create hybrid 
approaches. This approach yields the strength of each method in achieving improved 
recommendation results [10]. Reinforcement learning is another technique included in the most 
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recent recommendation. Reinforcement learning is a subfield of machine learning that focuses on 
analyzing problems and finding solutions. In this approach, agents are trained to optimize a numerical 
reward by interacting with their environment. Reinforcement learning is capable of addressing the 
recommendation problem by effectively managing sequential and dynamic interactions between 
users and systems. Additionally, it considers the long-term engagement of users [11].  

The decision to use one of the recommendation techniques is significantly affected by the 
accessibility of the data and the desired goals to be accomplished. This research utilizes data on the 
specific characteristics of the item that will be recommended, consequently employing the content-
based filtering strategy. 
    
3. Movie Recommendation using Content Based Filtering and Text Features 
 

This study utilized the content-based filtering approach to generate movie recommendations. 
Content-based filtering is employed due to the fact that the available data exclusively pertains to the 
film. The feature utilized is solely depending on the fundamental characteristics of each film item. 
This study utilized movie data that included the following features: ID, title, show type, movie 
description, release year, age certification, runtime in minutes, IMDb score, and number of IMDb 
votes. The data was collected from Kaggle [12]. A total of 4222 data points were utilized for 
constructing and assessing the recommendation model. A subset of these data points is displayed in 
Table 1. 
 
Table 1 
The Example of movie data and its attributes 

 
 

 
In order to construct a movie recommendation system utilizing the content-based filtering 

technique, the movie description attribute is analyzed using the text mining methodology to extract 
a textual characteristic that can offer a comprehensive summary of the movie's content, which may 
not be conveyed by other attributes. Figure 1 illustrates the sequential process involved in 
constructing a movie recommendation model. 

This movie description undergoes a cleansing process that involves transforming all capital letters 
to lowercase, eliminating symbols, numbers, and punctuation, as well as reducing double spaces. 
Table 2 displays a summary of the cleansed movie description data. The outcome of the text that has 
been cleaned through tokenization is the segmentation of the phrase into its smallest constituent, 
known as a token. Each token in this scenario corresponds to a single word. The tokenization process 
generated 18,452 unique tokens from the data used in this study. 
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Fig. 1. Procedure a Movies Recommendation model 
 

Table 2 
Raw and Clean Movie Description 

Original Movie 
Description 

Loving parodies of some of the world's best-known documentaries.  
Each episode is shot in a different style of documentary filmmaking, and  
honors some of the most important stories that didn't actually happen. 

Movie 
Description after 
Cleansing 

loving parodies of some of the world’s best known documentaries each  
episode is shot in a different style of documentary filmmaking and honors  
some of the most important stories that didn’t t actually happen 

 
Every token generated by tokenization will go through the process of stopwords removal. A 

stopword is a frequently used word that does not affect the meaning of a phrase if it is ignored. This 
study utilizes the typical English stopwords provided in the NLTK library. The removal of stopwords 
led to a reduction in the number of processed tokens from 18,452 to 18,314, indicating that 0.74% 
of the tokens contained stopwords. The description data has been processed to remove stopwords 
following the feature extraction using the TF-IDF (term frequency-inverse document frequency) and 
the CountVectorizer techniques. The results will be compared later when producing film 
recommendations. TF-IDF is a method used to assess the significance of a word in a document within 
a collection of texts known as a corpus. TF-IDF of a word in a document is expressed by Equation 1. 
 

𝑡𝑓_𝑖𝑑𝑓!,# = 𝑡𝑓!,# ∗ 𝑖𝑑𝑓 (1) 
 

Where 𝑡𝑓 is term frequency refers to the number of times a word or term appears in a document. 

𝑡𝑓!,# =
𝑛
𝑇 (2) 

 
where 𝑛 is number of times word or term 𝑡 appears in a document 𝑑. The 𝑇 is Total number of 
terms in the document 𝑑. While 𝑖𝑑𝑓 is inverse document frequency, means measurement  how 
important the term is. 
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𝑖𝑑𝑓 = 𝑙𝑜𝑔 -
𝑇𝐷
𝐷!
/ 	 (3) 

  
where 𝑇𝐷 is total number of documents in corpus, 𝐷! is number of documents that contains word or term 𝑡.  
 

The CountVectorizer, on the other hand, determines how frequently each word appears in each 
sentence, creating a number matrix whose dimensions are the quantity of data multiplied by the 
number of tokens it contains. Because TF-IDF and CountVectorizer are executed after stopword 
removal, these two text representations use a total of 18,314 tokens.   

The resulting text representation is subsequently combined with other features, including the 
show type, release year, age certification, runtime in minutes, IMDb score, and number of IMDb 
votes, in two distinct sets, TF-IDF and CountVectorizer, respectively.  The label encoder for the release 
year is determined by the year in which the movie was released. It consists of 62 distinct values 
ranging from 1953 to 2022, with 7 years having no available movie data. The show type is limited to 
two values, "show" and "movie", and is encoded using binary encoding with the values 0 and 1. The 
age certification consists of 12 values, specifically 'TV-14', 'other', 'G', 'R', 'TV-Y', 'PG', 'tv-PG', 'TV-MA', 
'Tv-G', 'PG-13', 'TV-Y7', and 'NC-17'. These values are encoded using one hot encoding, resulting in 
the addition of 12 extra columns. The total number of features that will be considered for cosine 
similarity is 18,331(Table 3). Table 3. Sample of Complete Features for Movie Recommendation. 

 
Table 3 
Sample of Complete Features for Movie Recommendation 

 
 

The cosine similarity method is selected to measure the proximity between two films based on 
predetermined features established in the previous step. The cosine similarity is computed using 
Equation 4, where 𝐴, 𝐵	 ∈ 𝑚𝑜𝑣𝑖𝑒	𝑙𝑖𝑠𝑡 from the data. And 𝑛 is number of movie recommendation 
features, in this case 𝑛 equal to 18,331. 
 

cos 𝜃 =
∑ 𝐴$𝐵$%
$&'

>∑ 𝐴$(%
$&' >∑ 𝐵$(%

$&'

 (4) 

 
It generates a square matrix with dimensions of 4222	x	4222, representing the total number of 

distinct movies in our dataset. The cosine similarity value is distributed along the range of [0,1], where 
a value of 1 indicates a high similarity between the films, and a value of 0 indicates rising dissimilarity 
that is shown in Table 4. 
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Table 4 
Sample of Cosine Similarity Matrix  

 
 

The recommendation will be determined based on the cosine similarity value. A movie with a 
similarity value close to 1 indicates strong similarities, and a recommendation will be made based on 
these. A comprehensive description of the recommendation model evaluation will be provided in 
Section 4.  

   
4. Result and Discussion 

 
Evaluation of a recommendation system cannot be done directly, as it does not involve a 

straightforward classification or regression problem with a clearly defined label. The evaluation of 
the recommendation model utilizes precision@value, as indicated in Equation 5. In this equation, TP 
represents the true positive, and FP represents the false negative. 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑘 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 (5) 

 
Precision@k measures the number of recommended items generated by a model that are in the 

top k order compared to the total recommendations. Specifically, TP represents the 
recommendations given by the model that are relevant to the base movie. On the other hand, FP 
represents the recommendations provided by the model that are not relevant to the base movie. 
 

Table 5 
Overview of Evaluation Table 

No Base 
Movie Recommendation Evaluator 1 Evaluator 2 Evaluator 3 Result 

1 Let Me In 

A Walk Among the 
Tombstones TRUE FALSE TRUE TRUE 

The Ballad of Buster 
Scruggs FALSE FALSE FALSE FALSE 

Savages TRUE FALSE FALSE FALSE 
Phantom Thread TRUE FALSE TRUE TRUE 
Halloween TRUE TRUE TRUE TRUE 
I Care a Lot FALSE FALSE FALSE FALSE 
Triple Frontier FALSE FALSE FALSE FALSE 
The Other Boleyn Girl FALSE FALSE FALSE FALSE 
Hairspray FALSE FALSE FALSE FALSE 
What Happened to 
Monday TRUE FALSE TRUE TRUE 

2 Prince 

Mujrim TRUE TRUE TRUE TRUE 
Beirut, Oh Beirut FALSE FALSE FALSE FALSE 
Bye Bye London TRUE TRUE TRUE TRUE 
Lal Patthar TRUE TRUE TRUE TRUE 
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The Little Wars FALSE TRUE TRUE TRUE 
A Lion in the House TRUE FALSE FALSE FALSE 
Yaar Gaddar TRUE FALSE TRUE TRUE 
Manoranjan TRUE FALSE FALSE FALSE 
Quiet Victory: The 
Charlie Wedemeyer 
Story 

FALSE FALSE FALSE FALSE 

Dushmani TRUE TRUE TRUE TRUE 
 

In order to conduct this evaluation, 60 base movies were selected randomly, with 30 films and 30 
television shows, respectively. This is because there are significant differences in the attributes of a 
television show and a film. Three people conducted a manual evaluation of the top 10 
recommendations made by the algorithm for each base movie. Table 5 provides a summary of the 
data evaluation form. The evaluator assesses the consistency between the base movie and the 
recommendations given by the model. The evaluators conducted a manual examination of several 
aspects of the movie, including posters, synopsis, actors, and genres. They subsequently assigned a 
label to a table, with label TRUE if the base movie and recommendation are relevant (True Positive 
TP), and FALSE vice versa (False Positive FP). Due to the fact that three data labelers evaluate each 
base movie pair and its suitability suggestions, there is potential for each labeler to provide a distinct 
assessment. At the conclusion of the review procedure, the final result will be chosen through 
majority voting, where the outcome with the highest frequency will emerge.  

Assessments, like the one shown in Table 5, are conducted for each of the vectorization 
techniques utilizing TF-IDF and CountVectorizer. The evaluation results indicated that the TF-IDF 
approach outperformed the CountVectorizer method by 0.6% in terms of recommendation relevance 
for films. Regarding the television show, CountVectorizer exhibits a 3.24% superior performance 
compared to TF-IDF. Table 6 provides a summary of the performance of the recommendations. 

 
Table 6 
Performance Evaluation of Recommendation Model 

Show Type Vectorization Method Precision@k  
Film TF-IDF 55.3% 

CountVectorizer 55% 
Television Show TF-IDF 41% 

CountVectorizer 42.3% 
 

Table 6 presents a precision@k analysis that compares the recommendation model using various 
methods of extracting description features for different genres of films and television episodes. This 
table demonstrates that CountVectorizer performs better on television show descriptions, 
potentially because the length of the television program description is 13.3% shorter compared to 
the film description. The calculation is based on the median length description for each show type. 
Given this scenario, while utilizing CountVectorizer with a frequency-based methodology, it 
effectively captures significant information from the description. In order to handle film types with 
longer descriptions, a TF-IDF approach is necessar. This approach considers the importance of each 
word in a sentence with respect to a significant feature in a recommendation model.   

A film suggestion with a precision value of 55.33% indicates that, on average, 10 
recommendations are provided, out of which 5 films are relevant to the base movie. On the other 
hand, a television show with an average of 4 recommendations is considered accurate since it has a 
precision value of 42.3%. It remains highly reasonable and rational for a recommendation system. 
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Consider the scenario when we browse through a catalog of films on an internet platform and receive 
approximately 5 or 4 suggestions that align with our previous viewing history. It will be quite 
beneficial within the numerous available choices. 
 
5. Conclusions 
 

Recommendation models have improved by incorporating extraction features into feature 
descriptions through the use of text mining methodologies. The recommendation model was 
successfully developed using the content-based filtering method, utilizing various features such as 
show type, release year, age certification, runtime in minutes, IMDb score, and number of IMDb 
votes. This approach was chosen because the available data specifically pertains to the characteristics 
of the movies to be recommended. The feature extraction methods chosen for description were TF-
IDF and CountVectorizer. Experimental findings indicated that TF-IDF yielded superior results for film 
types compared to CountVectorizers. The television show CountVectorizer outperformed TF-IDF in 
providing more relevant recommendations.   

The performance of this approach can be further improved, considering that one of the 
limitations of TF-IDF and CountVectorizer is the presence of a sparse matrix where there are more 
zero values than non-zero values. A. comparison of the keyword extraction method to using the full 
token from the description as a feature in the recommendation model is being used to see how well 
it works. 
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